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Introduction
In RAN1 #112b, the following agreements on enhancement of AI/ML based positioning have been achieved.
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded



Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification






In this contribution, we provide some discussion on enhancement of AI/ML based positioning.
Discussion
UE-side ML-based positioning 
For UE side ML-based positioning, the UE can measure PRS from a set of TRPs, and use the measured results as the input for ML. The UE can use the positioning results from some other techniques, e.g., GPS/WiFi, or fallback to use non-ML based positioning for model monitoring. Therefore, it is unnecessary for the UE to receive any ground truth labels from the NW. Thus, no additional procedure for the data collection for UE-side ML-based positioning is needed and the model monitoring for UE-side ML-based positioning should be transparent.
The potential spec impact for UE-side ML based positioning should be the potential coverage enhancement for PRS. The UE needs to measure the PRS from multiple TRPs, and the RSRP from the PRS from some TRPs may be too small, which could cause inaccurate CIR/PDP measurement so as to cause performance degradation of ML-based positioning. Therefore, it is necessary to study coverage enhancement on PRS.
Proposal 1: The model monitoring for UE-side ML-based positioning should be transparent.
Proposal 2: Study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. 
NW-side ML-based positioning
For NW-side ML-based positioning, the UE can measure PRS from a set of TRPs and report the CIR/PDP to the network. Then the potential spec impact could be how to quantize and report the CIR. Similar to CSI feedback, the CIR can be quantized based on some SD-basis and TD-basis. To further reduce the report overhead, the TD-basis can be based on DCT vector instead of DFT vector. Further, it is observed that the SINR could have impact on the positioning accuracy, it is necessary to consider to report the L1-SINR associated with the CIR.  
In addition, the NW can also derive the CIR/PDP from the SRS. The ML based positioning requires the CIR/PDP between the UE and more TRPs, compared to non-ML based positioning. Then the SRS capacity could become a potential issue. One possible enhancement is to consider SFN based SRS, where the network can configure multiple sets of power control parameters, and the UE can perform the uplink power control based on one of the configured set of power control parameters, which requires the highest transmission power.
On model monitoring, similarly, as the UE could be unable to actually identify the perfect ground truth information or could not disclose its private information, the UE cannot provide the assistance to the network. Instead, the network can schedule the SRS for positioning to identify the direct or indirect information for positioning, so that the network can perform the model monitoring in a transparent manner.
Proposal 3: Study aspects on measurement and report for CIR+L1-SINR.
Proposal 4: Study SFN-like SRS for positioning where the network can configure multiple sets of power control parameters 
Proposal 5: The model monitoring for NW-side ML-based positioning should be transparent.

Conclusion
In this contribution, we provided discussion on enhancement of AI/ML based positioning. Based on the discussion, the following proposals have been achieved.
Proposal 1: The model monitoring for UE-side ML-based positioning should be transparent.
Proposal 2: Study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. 
Proposal 3: Study aspects on CIR measurement and report
Proposal 4: Study SFN-like SRS for positioning where the network can configure multiple sets of power control parameters 
Proposal 5: The model monitoring for NW-side ML-based positioning should be transparent.

