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Introduction
In RAN1 #112b, the following agreements on evaluation of AI/ML based CSI have been achieved.
	Agreement
For the rank >1 options under AI/ML-based CSI compression, for a given configured Max rank=K, the complexity of FLOPs is reported as the maximum FLOPs over all ranks each includes the summation of FLOPs for inference per layer if applicable, e.g.,
· Option 1-1 (rank specific): Max FLOPs over K rank specific models.
· Option 1-2 (rank common): FLOPs of the rank common model.
· Option 2-1 (layer specific and rank common): Sum of the FLOPs of K models (for the rank=K).
· Option 2-2 (layer specific and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with a sum of k models.
· Option 3-1 (layer common and rank common): K * FLOPs of the common model.
· Option 3-2 (layer common and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with k * FLOPs of the layer common model.
Agreement
For the rank >1 options under AI/ML-based CSI compression, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,
· Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.
· Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.
· Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.
· Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.
· Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model.
Working assumption 
For the forms of the intermediate KPI results for the following templates:
	Table 2. Evaluation results for CSI compression with model generalization
Table 3. Evaluation results for CSI compression with model scalability, 
Table 4. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability, 
Table 5. Evaluation results for CSI compression of separate training without model generalization/scalability, 
Table 7. Evaluation results for CSI prediction with model generalization


· The intermediate KPI results are in forms of absolute values and the gain over benchmark, e.g., in terms of “absolute value (gain over benchmark)”
· The intermediate KPI results are in forms of linear value for SGCS and dB value for NMSE


Working Assumption 
For the per layer CSI payload size X/Y/Z in the templates of CSI compression, as a clarification, the X/Y/Z ranges in the working assumption achieved in RAN1#112 meeting is applicable to Max rank = 1/2. For Max rank () = 3/4, the per layer basis X/Y/Z ranges are re-determined as:
· X is <=bits
· Y is bits-bits
· Z is >=bits

Working Assumption 
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback reduction is provided for 3 CSI feedback overhead ranges, where for each CSI feedback overhead range of the benchmark, it is calculated as the gap between the CSI feedback overhead of benchmark and the CSI feedback overhead of AI/ML corresponding to the same mean UPT.
· Note: the CSI feedback overhead reduction and gain for mean/5%tile UPT are determined at the same payload size for benchmark scheme
	CSI feedback reduction (%)  (for a given CSI feedback overhead in the benchmark scheme)
	[X*Max rank value], RU<=39%

	
	[Y*Max rank value], RU<=39%

	
	[Z*Max rank value], RU<=39%

	
	[X*Max rank value], RU 40%-69%

	
	[Y*Max rank value], RU 40%-69%

	
	[Z*Max rank value], RU 40%-69%

	
	[X*Max rank value], RU >=70%

	
	[Y*Max rank value], RU >=70%

	
	[Z*Max rank value], RU >=70%



Note: for result collection for the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#112bis-e meeting,
· 15 sources show that compared to the case where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B, it has degraded performance if the model is trained with deployment scenario#A and applied for inference with a different deployment scenario#B.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, deployment scenario#A is UMi, deployment scenario#B is UMa, or deployment scenario#A is InH, deployment scenario#B is UMa/UMi.
· 6 sources observe that if deployment scenario#A and deployment scenario#B are subject to some certain combinations, the degradation is minor.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, or deployment scenario#A is UMi, deployment scenario#B is UMa.
· 6 sources show that generalized performance of the AI/ML model can be achieved, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#A and deployment scenario#B, and the trained AI/ML model applies inference on either deployment scenario#A or deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa and/or UMi.
· 3 sources show that, compared to the case where the AI/ML model is trained on scenario#A and applied for inference on deployment scenario#B, the generalization performance can be improved, if the AI/ML model, after trained on deployment scenario#A, is updated based on a fine-tuned dataset subject to deployment scenario#B, and performs inference on deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa or UMi.


Agreement
For the AI/ML based CSI prediction, add an entry for “Table 6. Evaluation results for CSI prediction without model generalization/scalability” to report the Codebook type for CSI report.
	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance [between prediction instances/distance from the last observation instance to the 1st prediction instance])

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report




Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded

Conclusion
For the evaluation of CSI enhancements, when reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing.
· How to calculate the FLOPs for pre/post processing is up to companies.
· While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered.
· Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part
· Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part

Agreement
For the evaluation of CSI compression, companies are allowed to report (by introducing an additional field in the template to describe) the specific CQI determination method(s) for AI/ML, e.g.,
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW
· Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW
· Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation
· Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment
· Option 1c: CQI is calculated based on traditional codebook
· Other options if adopted, to be described by companies

Agreement
For the AI/ML based CSI prediction sub use case, if collaboration level x is reported as the benchmark, the EVM to distinguish level x and level y/z based AI/ML CSI prediction is considered from the generalization aspect.
           E.g., collaboration level y/z based CSI prediction is modeled as the fine-tuning case or generalization Case 1, while collaboration level x based CSI prediction is modeled as generalization Case 2 or Case 3.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1




Working Assumption
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback overhead for the metric of eventual KPI (e.g., mean/5% UPT) is re-determined as:
· CSI feedback overhead A: <=β* 80 bits.
· CSI feedback overhead B: β* (100bits – 140 bits).
· CSI feedback overhead C: >=β* 230 bits.
· Note: β=1 for max rank = 1, andβ=1.5 for max rank = 2/3/4.
· FFS for rank 2/3/4, whether to add an additional CSI feedback overhead D: >=γ* 230 bits, γ= [1.9], and limit the range of CSI feedback overhead C as:β* 230 bits-γ* 230 bits.
· Note: companies additionally report the exact CSI feedback overhead they considered


Observation
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, till the RAN1#112bis-e meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B, 
· Generalized performance of the AI/ML model can be achieved (0%~5.9% loss) under generalization Case 3 for the inference on either CSI payload size#A or CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#A and CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 7 sources (Note *) (6 sources (Note **) showing 0%~2.2% loss, 3 sources (Note ***) showing 2.35%~5.9% loss). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 3 sources (Note ****), showing 0.2%~5.9% loss.
· Various quantization granularities, adopted by 1 source (Note *****), showing 1.8%~4.7% loss.
· Adaptation layer in the AL/ML model, adopted by 3 sources (Note ******), showing 0%~4.05% loss.
· Note: the above results are based on the following assumptions
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Input/output scalability dimension Case 3 is adopted: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions.
· The performance metric is SGCS in linear value for layer 1/2.
· Note *: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note **: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note ***: Ericsson (R1-2302918), OPPO (R1-2302540), MediaTek (R1-2303336).
· Note ****: OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224).
· Note *****: Ericsson (R1-2302918).
· Note ******: Huawei, HiSilicon (R1-2302358), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).




Observation 
For the AI/ML based CSI prediction, till the RAN1#112bis-e meeting, 
· 11 sources (Note *) show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 5 sources (Note **) show the gain of 14% ~ 26.47% using raw channel matrix as input.
· 2 sources (Note ***) show the gain of 5.64% ~ 9.49% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 1 source (Note ****) and not adopted in 5 sources (Note *****).
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed is 30km/h.
· The performance metric is SGCS in linear value for layer 1.
· Note *: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), Spreadtrum Communications, BUPT, (R1-2302593), Nokia, Nokia Shanghai Bell (R1-2302628), CATT (R1-2302695), Fujitsu (R1-2302904), Samsung (R1-2303120), ETRI (R1-2303194), CMCC (R1-2303224), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note **: ZTE (R1-2302437), Nokia, Nokia Shanghai Bell (R1-2302628), Spreadtrum Communications, BUPT (R1-2302593), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note ***: ZTE (R1-2302437), Fujitsu (R1-2302904).
· Note ****: Nokia, Nokia Shanghai Bell (R1-2302628).
· Note *****: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), ETRI (R1-2303194), CMCC (R1-2303224), Apple (R1-2303475).


Agreement
For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Benchmark: R16 eType II CB; 
· Others can be additionally submitted, e.g., Type I CB.
· Input/Output type: Eigenvectors of the current CSI
· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
· Ground-truth CSI quantization method: Float32, i.e., without quantization
· Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 Type II-like method with new parameters, scalar quantization, etc.
· Rank/layer adaptation settings for rank>1: Option 3-1, i.e., layer common and rank common
· Other rank>1 options can be additionally submitted for comparison, e.g., Option 1-1/1-2/2-1/2-2/3-2.
· Quantization method: quantization-aware training (Case 2-1 or Case 2-2)
· Quantization non-aware training can be additionally submitted for comparison
· SQ and/or VQ is up to companies; companies are encouraged to provide results of various cases for comparison.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· UE speed: 10km/h, 30km/h, 60km/h;
· Others can be additionally submitted, e.g., 120km/h.
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Observation window: 5/5ms, 10/5ms
· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.





In this contribution, we provide some discussion on evaluation of AI/ML based CSI.
CSI compression
Currently, the SGCS has been agreed as the intermediate KPI. However, SGCS cannot actually reflect the performance gap between two CSIs. Figure 1 illustrates one simulation result to compare the SE offset with two precoders with a certain SCS. It can be observed that low SCS does not always produce large performance gap. Therefore, although the SGCS can be considered as an intermediate KPI, it should not be used for model performance monitoring.
[image: ]
Figure 1: Simulation results on SGCS vs SE offset for two precoders
Observation 1: SGCS cannot indicate the status of performance gap for two CSIs.
Proposal 1: Model monitoring should not be based on SCS.
In addition, for throughput evaluation, the rank adaptation and CQI measurement scheme should be clarified. There can be the following measurement schemes:
· Scheme 1: RI/CQI is always measured based on the ideal precoders
· Scheme 2: RI/CQI is measured based on the decompressed precoders
· Scheme 3: RI is measured based on the ideal precoders and CQI is measured based on the decompressed precoders
· Scheme 4: RI is measured based on the decompressed precoders and CQI is measured based on the ideal precoders
Figure 2 and Figure 3 illustrates the system level performance for the schemes above. Table A-1 in appendix illustrates the details simulation assumption for the system level simulation. It can be observed that different schemes can lead to different performance.

Figure 2: Average user throughput gain for different RI/CQI measurement schemes

Figure 3: Cell edge user throughput gain for different RI/CQI measurement schemes
Observation 2: Different RI/CQI measurement scheme could cause different performance.
Proposal 2: The RI/CQI measurement scheme should be clarified for the system performance evaluation.
We evaluate the ML based CSI compression with 100K UEs in dense urban macro with 80% UEs for training, 10% UEs for validation and 10% UEs for testing. The input of the ML is the channel eigenvector for each subband. For eType2 CSI, for simple comparison, it is assumed the payload size for each layer is the same. The detailed simulation assumption is shown in Table A-1. Table 1 illustrates the simulation results.
Table 1: Simulation results for ML based CSI compression based on channel eigenvector
	
	
	Google

	CSI generation part
	AL/ML model backbone
	CNN

	
	Pre-processing
	Channel eigenvector calculation for each subband

	
	Post-processing
	Quantization (4 bits per coefficient)

	
	FLOPs/M
	1M

	
	Number of parameters/M
	0.1M

	
	[Storage /Mbytes]
	0.1M

	CSI reconstruction part
	AL/ML model backbone
	CNN

	
	[Pre-processing]
	De-quantization (4 bits per coefficient)

	
	[Post-processing]
	N/A.

	
	FLOPs/M
	1M

	
	Number of parameters/M
	0.1M

	
	[Storage /Mbytes]
	0.1M

	Common description
	Input type
	Rank 1 channel eigenvector for each subband

	
	Output type
	Decompressed rank 1 channel eigenvector for each subband

	
	Quantization /dequantization method
	Linear quantization per coefficient (4-bits per coefficient)

	
	Generalization/Scalability method description if applicable, e.g., truncation, adaptation layer, etc.
	

	
	Input/output scalability dimension if applicable, e.g., N>=1 NW part model(s) to M>=1 UE part model(s)
	

	Dataset description
	Ground-truth CSI quantization method
	Channel eigenvector calculation

	SGCS, layer 1
	CSI feedback payload 60 bits
	0.7762 (-0.6%)

	
	CSI feedback payload 168 bits
	0.8250 (+0.5%)

	
	CSI feedback payload 280 bits
	0.8776 (+4.0%)

	SGCS, layer 2
	CSI feedback payload 60 bits
	0.6349 (+10.3%)

	
	CSI feedback payload 168 bits
	0.6820 (+13.0%)

	
	CSI feedback payload 280 bits
	0.7650 (+22.4%)

	SGCS, layer 3
	CSI feedback payload 60 bits
	0.4647 (+24.9%)

	
	CSI feedback payload 168 bits
	0.5364 (+12.0%)

	
	CSI feedback payload 280 bits
	0.6200 (+16.3%)

	SGCS, layer 4
	CSI feedback payload 60 bits
	0.3804 (+36.1%)

	
	CSI feedback payload 168 bits
	0.4599 (+15.6%)

	
	CSI feedback payload 280 bits
	0.5359 (+24.8%)



Observation 3: For rank 1 case, the ML based CSI compression cannot provide significant gain on SGCS.
Observation 4: For rank >1 case, the ML based CSI compression can provide significant gain on SGCS.

CSI prediction 
In RAN1 #110b, the following agreement on the input of CSI prediction was achieved.
	Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)



As discussed in CSI compression, a more practical way is to use the eigenvectors of the wideband precoded channel as the input instead of the eigenvectors for each subband channel. Compared to calculating the eigenvectors for each subband channel, calculating the eigenvectors of the wideband precoded channel could require less UE complexity. Therefore, the further study of the CSI prediction should focus on the input based on the eigenvectors of the wideband precoded channel. 
In addition, currently the Type1 codebook is widely implemented, which is a mandatory feature for Rel-15 UE. The CSI prediction should also consider the Type1 codebook as the starting point. The output for the CSI prediction could the predicted PMI based on a Type1 codebook. Then the CSI prediction could become a classification issue instead of a regression issue. Moreover, with the help of the CSI prediction, the UE can also predict the CSI dwelling time, which could be much helpful for the network to determine when to trigger the CSI feedback. Thus, it is necessary to study the CSI prediction with CSI dwelling time as the output.
Proposal 3: The study of the input of CSI prediction should prioritize the input based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 4: Study the following output of CSI prediction:
· Predicted RI/PMI based on Type1 codebook
· Predicted CSI dwelling time
Conclusion
In this contribution, we provided discussion on evaluation of AI/ML based CSI compression. Based on the discussion, the following observations and proposals have been achieved.
Observation 1: SGCS cannot indicate the status of performance gap for two CSIs.
Observation 2: Different RI/CQI measurement scheme could cause different performance.
Observation 3: For rank 1 case, the ML based CSI compression cannot provide significant gain on SGCS.
Observation 4: For rank >1 case, the ML based CSI compression can provide significant gain on SGCS.

Proposal 1: Model monitoring should not be based on SCS.
Proposal 2: The RI/CQI measurement scheme should be clarified for the system performance evaluation.
Proposal 3: The study of the input of CSI prediction should prioritize the input based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 4: Study the following output of CSI prediction:
· Predicted RI/PMI based on Type1 codebook
· Predicted CSI dwelling time

Appendix 
Table A-1: System level simulation results
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) 


	Frequency Range
	FR1, 2GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ


	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)


	BS Tx power
	44 dBm 

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 64QAM

	Scheduler
	PF with open-loop link adaptation


	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	30kHz 

	MIMO scheme
	SU-MIMO

	CSI feedback periodicity
	5 ms

	Overhead
	2 symbol overhead

	Traffic model
	Full buffer

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC 




Average user throughput gain	
Scheme 1	Scheme 2	Scheme 3	Scheme 4	1	1.1871259276993056	1.1769212353363658	1.0442751975101747	



5% CDF user throughput gain	
Scheme 1	Scheme 2	Scheme 3	Scheme 4	1	1.1894471093158294	1.2045947992931079	1.0366574097450141	
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