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Introduction
During RAN#94e, a study item (SI) on AI/ML for NR Air Interface was approved, with the revised study item description in [1].
For the CSI compression sub-use case, RAN1 #112 [2] provided initial templates for evaluation of 1-on-1 joint training, model generalization/scalability, multi-vendor joint training without model generalization/scalability as well as separate training without model generalization/scalability. 
For the CSI prediction sub-use case, RAN1 #112 [2] confirmed the WA achieved in RAN1 #111 ([4]), shown below for convenience, and provided initial templates for evaluation of CSI prediction with model generalization. 
	Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction




For CSI prediction, RAN1 #112bis-e further agreed on the following simulation assumptions [3].
	Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· UE speed: 10km/h, 30km/h, 60km/h;
· Others can be additionally submitted, e.g., 120km/h.
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Observation window: 5/5ms, 10/5ms
· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.



This contribution presents simulation results for CSI compression for the initial template assumed in RAN1 #112 ([2]) and compares the performance of different AI/ML models (transformers vs. CNN) as well as provides a performance comparison of full matrix vs. EV-based CSI compression. For EV-based compression, we provide simulation results for model generalization over layers. Additionally, evaluation results for CSI compression with model generalization and model scalability are provided. Lastly, the contribution also presents updated evaluation results for CSI prediction as per the RAN1 #112bis-e agreement ([3]).   

CSI compression
AI/ML Model considerations 
For the CSI compression use case, we utilize multiple neural network models with varying configurations to accomplish the compression task. The discussed neural network models can be broadly classified as CNN based or transformer based. 
CNN based models
For CNN based models, we utilize two different architectures. The first is based on the CSI-Net model proposed in [9] and the second is based on the EVCsiNet model proposed in [8]. Next, we provide architectural details of the two models.
· Input CSI Type: 
· raw channel matrix estimated by UE
· eigenvectors derived from the raw channel matrix
· Output CSI type: compressed channel matrix and compressed eigenvectors
· Pre-processing – for the full channel compression
To effectively compare the performance of the existing CSI feedback and precoding methods with the deep learning-based methods, we utilize the following pre-processing strategy:
· we average the channel matrix across 2 resource blocks and across 1 time slot. Therefore, if the size of the raw channel is 624x2x16, representing 52 RBs,  = 16 and  = 2, the pre-processed channel will have a dimension of 26x2x16, respectively.
· Additionally, we normalize the channels to zero mean and unit variance.
· Pre-processing – for the eigenvector based compression
· Similar to the full channel case, first, we average the channel across 2 resource blocks and across 1 time slot. Thus, getting a channel of dimensions 26x2x16.
· Next, we evaluate the SVD of the channel for each of the 26 sub-bands to evaluate the  = 16 dimensional eigenvectors. The  = 2, eigenvectors are then ordered based on their eigenvalues, from the largest to the smallest. Depending on the training configuration, the eigenvectors corresponding to a specific ordering, or a group of ordering may be selected for training.  
· Quantization
The output of the encoder is quantized using a uniform quantizer. The encoder output is passed through a tanh layer to restrict the range of the encoder output for uniform quantization. The quantization operation is included during the training so that the encoder and decoder can learn appropriate weights while taking into account the quantization impact.
· Model Information:
1) CSI-Net based Model  
· Base Model: For our evaluation we use the CSI-Net [9] autoencoder model. The model has 3 main functional blocks. Encoder block, Quantization, Decoder block
· Encoder architecture: CNN->BN->FC->FC
· Quantizer: Linear quantization
· Decoder architecture: FC-> FC -> RN->RN->CNN, where:
· FC: Fully connected layer,
· CNN: Convolutional Neural Network 
· BN: Batch Normalization
· RN: CNN->BN->CNN->BN->CNN->BN with a skip connection from the input to the RN block
· Feedback size: 64, 96, 128, 192 or 256 bottleneck elements with 2 bits per element 
· Loss function
· We utilize the mean squared error loss function for training. The mean squared error is calculated between the input to the encoder and the output of the decoder.
· Additional information:
· Optimizer: ADAM with adaptive learning rate starting from a rate of = 0.0001 and scale it down by a factor of 0.87 every 5 epochs. 

2) EVCsiNet based Model  
· Base Model: For our evaluation we use a modified version of the EVCsiNet [9] autoencoder model. The model has 3 main functional blocks. Encoder block, Quantization, Decoder block
· Encoder architecture: FC->BN->FC
· Quantizer: Linear quantization
· Decoder architecture: FC-> followed by CNN layers and skip connections,
· FC: Fully connected layer,
· CNN: Convolutional Neural Network 
· BN: Batch Normalization

Transformer based models
· Base Model: For our evaluation we use a modified version of the Transformer architecture proposed in [9]. The utilized model has 3 main functional blocks. Encoder block, Quantization, Decoder block
· Encoder architecture: CNN->Tf-block-> Tf-block -> Tf-block -> Tf-block ->FC
· Decoder architecture: FC->Tf-block-> Tf-block -> Tf-block -> Tf-block ->CNN
· Quantizer: Linear quantization
· FC: Fully connected layer,
· CNN: Convolutional Neural Network 
· Tf-block: Multiheaded-attention block->FC->FC->LN with skip connections. 

Datasets for model training 
To evaluate the performance of the AI/ML models, we consider the dataset as agreed upon in the prior RAN1 meetings #110 and #110bis-e ([7][8]). More details on the dataset and the configurations used can be found in the Appendix.
For training, a dataset containing 210k channel samples has been utilized; 80% of the dataset is used for model training, while 20% is used for validation. 
In this contribution, we discuss multiple different CSI compression setups ranging from full channel compression to eigenvector compression. Although the data used for each of these setups is the same, the input and output dimensionality of the model, as well as the pre-processing steps may vary depending on the setup.
1) Dataset F used to train the FCSIModel: This is the standard CSI compression use case wherein the entire channel matrix is compressed.
2) Dataset L1 used to train the EVModel – L1 (Layer-specific): In this setup the eigen vector compression use case is considered. As a pre-processing step, the singular value decomposition of the channel matrix is evaluated and only the first eigenvector is utilized for training the model. The model is configured and trained to compress only one eigenvector at a time.
3) Dataset L2 used to train the EVModel – L2 (Layer specific): In this setup the eigenvector compression use case is considered. As a pre-processing step, the singular value decomposition of the channel matrix is evaluated and only the second eigenvector is utilized for training the model. The model is configured and trained to compress only one eigenvector at a time.
4) Dataset L12 used to train EVModel – L12 (Layer common-rank specific): In this setup the eigenvector compression use case is considered. As a pre-processing step, the singular value decomposition of the channel matrix is evaluated and both, the first as well as the second eigen vector are utilized for training the model. Although both the eigenvectors are used for training, the model is configured and trained to compress only one eigenvector at a time.
5) Dataset R2 used to train the EVModel – R2 (Rank Two specific): In this setup the eigenvector compression use case is considered. Unlike the earlier setups aimed at compressing only one eigenvector at a time, this setup assumes that the channel has a rank of two and compresses both the eigenvectors together. As a pre-processing step, the singular value decomposition of the channel matrix is evaluated and both, the first as well as the second eigenvector are utilized together for training.

CSI compression baseline: Rel-16 Type II 
Rel-16 type II codebook will be used as the performance baseline to show the gain of AI/ML based CSI compression. Table 6.3.2.1.2-1 of TS 38.212 shows the details about how to calculate PMI payload of each rank for Rel-16 Type II codebook. Given N1 = 4, N2 = 2, O1 = O2 = 4, and the number of subbands = 13, the PMI overhead of paramCombination from 1 to 6 is shown in Table 1.
[bookmark: _Ref127469606]Table 1 PMI overhead for Rel-16 Type II codebook
	paramCombination
	Rank 1
	Rank 2
	Rank 3
	Rank 4

	1
	61
	111
	98
	109

	2
	89
	167
	154
	165

	3
	107
	203
	183
	203

	4
	164
	315
	295
	315

	5
	221
	427
	467
	507

	6
	275
	535
	523
	563



For the rank > 1 transmission cases in system-level simulation, we use the weighted overhead based on the rank distribution during the simulation to find the final overhead.

CSI compression simulation configuration
The common parameters for dataset generation and for performance evaluation are as agreed in [5], [7] and [8]; for convenience, the common parameters table is also included in the Appendix.  

CSI compression simulation results
Transformers compared to CNN based CSI compression
In our previous contributions, a CSI-Net [9] based autoencoder model with CNN used as a backbone has been utilized for comparison against Rel-16 Type II. To assess how different model architectures can impact the results, two additional models are considered and used for comparison against the CsiNet model. The two additional models are referred to as Transformer and EVCsiNet [10] (see Section 2.1 for the detailed structure). For the three models, the input is the spatial-frequency domain CSI, and the feedback size is set to 256 bits. For the Rel-16 Type II baseline, the parcomb 4 configuration is used with feedback size equal to 315 bits under the rank two transmission case. This results in 24% overhead increase over the considered AE models which are all using 256 bits. 
Table 3 shows the average SGCS results for Layer 1 and Layer 2 separately. For the first layer, the EVCsiNet and Transformer models outperform the CsiNet model with 15% and 24% gain in SGCS, respectively, while for the second layer, AE models EVCsiNet and Transformer outperform the Rel-16 Type II baseline with 18% and 31% SGCS gain, respectively. While the EVCsiNet outperforms the CsiNet in terms of SGCS performance, the latter has much lower computational and memory requirements. For instance, Table 12 shows that the encoder of EVCsiNet has double the number of parameters and memory size of the CsiNet. This is due to the large number of fully connected layers used in the EVCsiNet. On the other hand, the transformer model is not only achieving the best performance relative to both CNN based models but also has comparable complexity and memory requirements compared to the CsiNet model, as shown in Table 12.     
Observation 1: The AI/ML-based CSI compression using transformer model outperforms the CNN based models in terms of SGCS.
Observation 2: The AI/ML-based CSI compression using transformer model achieves a favorable performance-complexity-memory tradeoff.   
The system level simulation results of the average throughput for the different AI/ML-based CSI compression models and the Rel-16 Type II codebook using full buffer traffic are provided in Table 2.  With the same feedback overhead of 256 bits, the EVCsiNet and transformer models have performance gain of 4.5% and 5.5%, respectively, over the CsiNet model. 
[bookmark: _Ref127199123]Table 2 Average throughput results of the different AI/ML CSI compression models
	
	CsiNet
	EVCsiNet
	Transformer

	Mean Throughput (Mbps)
	4.5779
	4.785
	4.827



Observation 3: The AI/ML-based CSI compression using transformer model outperforms the CNN based models in terms of average throughput.
Observation 4: The SGCS gain of the Transformer-based model over the CNN-based model (CsiNet) is 28% while the throughput gain is only 5%. The significant gap between the throughput and SGCS gain may suggest that using SGCS as an intermediate KPI is not a good indicator of the throughput gain.

Relative to the Rel-16 Type II codebook under the rank two transmission case, Table 3 shows that, for the first layer, AE models EVCsiNet and Transformer achieves a performance gain of 15% and 23%, respectively, in terms of SGCS, while for the second layer, AE models EVCsiNet and Transformer outperform the Rel-16 Type II baseline with 6% and 18% SGCS gain, respectively. Figure 1 shows that the Rel-16 Type II outperforms the CNN based models in the lower part of the CDF for the second layer. The Transformer model, however, is consistently better than the Rel-16 Type II for both the first and second layer.

[bookmark: _Ref127181766]Table 3 Average SGCS results of the different AE models and Rel-16 Type II for layer 1 and layer 2 
	
	CsiNet
	EVCsiNet
	Transformer
	Rel-16 Type II (parcomb4)

	Layer 1
	0.558
	0.667
	0.717
	0.582

	Layer 2
	0.405
	0.48
	0.533
	0.451
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[bookmark: _Ref127202316][bookmark: _Ref127202300]Figure 1 CDF of the SGCS for the different AE models and Rel-16 Type II
Observation 5: For the rank two case, the AI/ML-based CSI compression using transformer model achieves higher SGCS than the Rel-16 Type II with 20% reduction in overhead. Also, the achievable gain over Rel-16 Type II on the first layer is higher than that of the second layer.   

EV-based CSI compression: generalization over layers
This section provides evaluation results of the AI/ML based CSI compression with models trained on using eigenvectors of channels as the input and output of the AI/ML models. Four different eigenvector (EV) models are considered with three different feedback sizes for each model; 128, 192 and 256 bits. For each feedback size, each model is retrained with changing the bottleneck size. The four models are labeled as follows.
1- EVModel-L1: this is a model trained in a layer-specific mode. That is, trained only on the first layer as an input, where each training sample is constructed from the principal eigenvectors across all subbands of the channel sample. 
2- EVModel-L2: this is a model trained in a layer-specific mode. That is, trained only on the second layer as an input, where each training sample is constructed as the second eigenvector across all subbands of the channel sample.
3- EVModel-L12: this is a model trained in a layer-common-rank specific mode. That is, a unified model trained on samples from both layers, where the first and the second eigenvectors of each channel sample are derived and then used as two separate training samples. The inference is then done separately for each layer in case of rank two transmission.
4- EVModel-R2: this is a model trained in a rank-specific mode. That is, the model is trained with the two right singular vectors of rank two channel samples.

Figure 2a illustrates the SGCS comparison between the different EV models for different feedback sizes under the rank one transmission case. It can be seen that, for rank one transmission, the layer-common model (EVModel-L12), purple bar, consistently outperforms all the other models for all feedback sizes. Interestingly, the layer-common model (EVModel-L12) even achieves higher SGCS relative to the layer-specific (EVModel-L1). This suggests that considering samples from both layers introduces more diversity in the data which in turn helps the model to generalize well. Figure 2b shows the SGCS comparison of the considered EV models and the Rel-16 Type II baseline for different feedback sizes. It can be seen that the all the considered EV models achieve higher SGCS relative to the Rel-16 Type II baseline for different feedback sizes. In particular, the layer-common model (EVModel-L12) achieves around 25% gain over the Rel-16 Type II in SGCS at the same feedback size.
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(a) 							(b)
[bookmark: _Ref127265310]Figure 2 Average SGCS performance of the different EV models for rank one transmission
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[bookmark: _Ref127267216]Figure 3 SGCS CDF performance of EV models
Figure 3 shows the CDF results for the different EV models. It can be seen that the layer-common model (EVModel-L12) consistently outperforms the layer-specific and rank-specific models for feedback sizes 128 and 256 bits, for all UEs.   
Observation 6: For the rank one case, the AI/ML-based CSI compression using eigenvectors of channels as the input outperforms the Rel-16 Type II at similar overhead.   
Observation 7: For the rank one case, the AI/ML-based CSI compression using the eigenvector layer-common model achieves the best SGCS performance relative to the layer-specific and rank-specific models.     

For the rank two transmission case, the layer-specific models, EVModel-L1 and EVModel-L2, and the layer-common model (EVModel-L12) should be used twice during inference for layer 1 and layer 2, while the rank-specific model (EVModel-R2) is used once as it operates on both layers simultaneously. Thus, for fair comparison in the rank two transmission case, we use the feedback size of 128 bits for the models EVModel-L1, EVModel-L2, EVModel-L12 while we use the feedback size of 256 bits for the EVModel-R2. This makes the total number of bits for all models to be 256 bits under the rank two case.
Figure 4 illustrates the SGCS performance of the different EV models under the rank two case. It can be seen that all the EV models achieve comparable SGCS performance, with the layer-common model (EVModel-L12) slightly outperforming all the other EV models for both layer 1 and layer 2 in terms of SGCS. This suggests that the layer-common model generalizes well for both layers as it achieves the best performance for both rank one and rank two transmission relative to the layer-specific and rank-specific model.
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[bookmark: _Ref127269684]Figure 4 SGCS performance of the different EV models under rank two transmission
Observation 8: The AI/ML-based CSI compression using the eigenvector layer-common model generalizes well when tested under two layers, and achieves the best SGCS performance relative to the layer-specific and rank-specific models for both rank one and rank two transmission.  
   
EV compared to full channel based CSI compression
This section provides evaluation results of the AI/ML based CSI compression for comparison between models trained with full CSI and models trained with eigenvectors as an input. For fair comparison, we fix the architecture of all models to the EVCsiNet described in Section 2.1. For the eigenvector models, we use the layer-common model (EVModel-L12) and rank-specific model (EVModel-R2), and for the full channel model we adopt the EVCsiNet model - hereafter referred to as FCSIModel. Additionally, it is worth emphasizing that the only difference between the EV rank-specific model (EVModel-R2) and the full CSI model (FCSIModel) is the input domain, i.e., eigenvectors vs. full channel. 
Figure 5 shows the SGCS comparison between the EV models and the full CSI model for different feedback sizes under the rank one transmission case. It can be seen that, for rank one transmission, both EV models outperform the full CSI model (FCSIModel) for all feedback sizes. In particular, the EV layer-common model (EVModel-L12) achieves 20% gain in SGCS relative to the full channel model (FCSIModel) while the EV rank-specific model (EVModel-R2) is slightly better than the full CSI model. This suggests that, under rank one transmission, it may be better to perform compression with eigenvectors used as an input as opposed to full channel. 
Figure 6 shows the SGCS CDF results for the EV models, full channel model and Rel-16 Type II under the rank one case. For the EV and full CSI models, we adopt the feedback sizes with 128 and 256 bits, while for the Rel-16 Type II, both paracomb 4 with 164 bits and paracomb 6 with 275 bits are adopted for comparison. This represents 28% increase in overhead of the Rel-16 Type II (paracomb 4) relative to the 128 bits models and 7.4% increase (paracomb 4) in overhead relative to the 256 bits models. It can be seen that the EV layer-common model (EVModel-L12) consistently outperforms the Rel-16 Type II in terms of SGCS and with additional overhead for the latter. On the other side, the FCSIModel and the rank-specific model are comparable to the Rel-16 Type II, where the latter is better in the lower part of the CDF, as shown in Figure 6. In addition, from the CDF curves in Figure 6, both EVModel-R2 and FCSIModel achieve comparable performance in terms of SGCS.
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[bookmark: _Ref127278961]Figure 5 Average SGCS performance of the EV and full CSI models for rank one transmission
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[bookmark: _Ref127282912]Figure 6 SGCS CDF performance of EV and full CSI based models under rank one transmission
Observation 9: The AI/ML-based CSI compression using eigenvectors as an input for the layer-common model consistently outperforms the AI/ML model using full CSI as an input and the Rel-16 Type II, in terms of SGCS under the rank one transmission case.  

For the rank two transmission case, the layer-common model (EVModel-L12) should be used twice during inference for layer 1 and layer 2, while the rank-specific model (EVModel-R2) and the full CSI model (FCSIModel) are used once as they both operate on both layers simultaneously. To ensure that the total overhead is the same for all models, we use the 128 bits feedback size for the EV layer-common model (EVModel-L12) while we use the 256 bits feedback size for the rank-specific model (EVModel-R2) and the full CSI model (FCSIModel).  
Figure 7 illustrates the average SGCS performance of the EV models and full CSI model under the rank two case for the feedback size of 256 bits. It can be seen for the rank two case, the EV layer-common model (EVModel-L12) achieves the best performance relative to the full CSI model and Rel-16 Type II.
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[bookmark: _Ref127284786]Figure 7 Average SGCS results for full channel versus EV models under rank two transmission
Observation 10: For the rank two case, the AI/ML-based CSI compression using eigenvectors as an input for the layer-common model outperforms the AI/ML model using full CSI as an input and the Rel-16 Type II, in terms of SGCS.

CSI compression of 1-on-1 joint training without model generalization
This section provides simulation results for 1-on-1 joint training without model generalization, using transformer-based models for CSI eigenvector-based compression.
The simulation results are presented in Table 4 below, for FTP and full buffer traffic, and max rank = 2.
[bookmark: _Ref131771593]Table 4 CSI compression of 1-on-1 joint training without model generalization 
	Assumptions
	FTP
Max rank = 2
	Full buffer
Max rank = 2

	CSI generation part
	AI/ML model backbone
	Transformers
	Transformers

	
	Pre-processing
	Freq domain
	Freq domain

	
	Post-processing
	N/A
	N/A

	
	FLOPs/M
	23.6
	23.6

	
	Number of parameters/M
	0.625
	0.625

	
	[Storage /Mbytes]
	5.534
	5.534

	CSI reconstruction part
	AI/ML model backbone
	Transformers
	Transformers

	
	[Pre-processing]
	N/A
	N/A

	
	[Post-processing]
	N/A
	N/A

	
	FLOPs/M
	23.6
	23.6

	
	Number of parameters/M
	0.627
	0.627

	
	[Storage /Mbytes]
	5.572
	5.572

	Common description
	Input type
	EV
	EV

	
	Output type
	Compressed EV
	Compressed EV

	
	Quantization /dequantization method
	Training-aware
SQ, Uniform
	Training-aware
SQ, Uniform

	
	Rank/layer adaptation settings for rank>1
	Option 3-2, 
Layer-common/ Rank-specific
	Option 3-2, 
Layer-common/ Rank-specific

	Benchmark
	Rel-16 Type II
	Rel-16 Type II

	Benchmark assumptions, e.g., CSI overhead calculation method (Optional)
	Weighted average 
	Weighted average 

	Gain for Mean UPT (for a specific CSI feedback overhead)
	[X*Max rank value], RU<=39%
	30%
	 

	
	[Y*Max rank value], RU<=39%
	25%
	 

	
	[Z*Max rank value], RU<=39%
	21%
	 

	
	[X*Max rank value], RU 40%-69%
	23%
	 

	
	[Y*Max rank value], RU 40%-69%
	21%
	 

	
	[Z*Max rank value], RU 40%-69%
	8%
	 

	
	[X*Max rank value], RU >=70%
	10%
	4% (full buffer)

	
	[Y*Max rank value], RU >=70%
	9%
	4% (full buffer)

	
	[Z*Max rank value], RU >=70%
	5%
	0.80% (full buffer) 

	Gain for 5% UPT
	[X*Max rank value], RU<=39%
	9%
	 

	
	[Y*Max rank value], RU<=39%
	7%
	 

	
	[Z*Max rank value], RU<=39%
	2%
	 

	
	[X*Max rank value], RU 40%-69%
	5%
	 

	
	[Y*Max rank value], RU 40%-69%
	-2%
	 

	
	[Z*Max rank value], RU 40%-69%
	-8%
	 

	
	[X*Max rank value], RU >=70%
	-5%
	 

	
	[Y*Max rank value], RU >=70%
	-10%
	 

	
	[Z*Max rank value], RU >=70%
	-10%
	 

	[CSI feedback reduction (%)]
	(40%, 20%, 7%)
	(40%, 20%, 7%)



Observation 11: The gain of the AI/ML compression over the baseline appears to decrease as the RU utilization increases. This trend is similar for both Mean UPT and 5% UPT.
Observation 12: The gain of the AI/ML compression over the baseline appears to be smaller for low geometry UEs.

CSI compression with model generalization
This section provides the evaluation of the generalizability of the AI/ML models under different channel models. In particular, we considered three eigenvector based models with Transformer backbone and feedback sizes 64, 128 and 256 bits. Each of three models is trained with UMa channel samples, UMi channel samples and mixed samples from both UMa and UMi.
Table 5, Table 6 and Table 7 show the average SGCS results for layers 1 and 2 under feedback sizes 64, 128, 256 bits, respectively. It can be seen that the performance of the AI/ML model slightly degrades when trained and tested on different scenarios (UMa/UMi). Additionally, the mixed model trained on both UMa and UMi channel samples generalizes well and outperforms the models trained and tested on the same scenario.
[bookmark: _Ref131753697]Table 5 Generalization performance under different UMa and UMi scenarios: SGCS  for a Transformer model with 64 bits.
	Train/Test
	UMa (L1 -- L2)
	UMi (L1 -- L2)

	UMa
	0.623 – 0.444
	0.628 – 0.449

	UMi
	0.618 – 0.434
	0.652 – 0.469

	Mixed
	0.636 – 0.444
	0.659 – 0.472



[bookmark: _Ref131777668]Table 6 Generalization performance under different UMa and UMi scenarios: SGCS for a Transformer model with 128 bits.
	Train/Test
	UMa (L1 -- L2)
	UMi (L1 -- L2)

	UMa
	0.71 – 0.536
	0.72 – 0.544

	UMi
	0.698 – 0.518
	0.741 -- 0.57

	Mixed
	0.723 – 0.547
	0.753 – 0.58



[bookmark: _Ref131753769]Table 7 Generalization performance under different UMa and UMi scenarios: SGCS for a Transformer model with 256 bits.
	Train/Test
	UMa (L1 -- L2)
	UMi (L1 -- L2)

	UMa
	0.803 – 0.671
	0.814 – 0.681

	UMi
	0.774 – 0.619
	0.829 – 0.694

	Mixed
	0.818 – 0.686
	0.845 – 0.721



Observation 13: The AI/ML model trained on mixed datasets from UMa and UMi channel samples generalizes well when tested under each individual dataset. This suggests that using one model trained under mixed datasets can provide both performance gains and memory savings relative to using a separate model for each scenario.

CSI compression with model scalability
This section provides the evaluation of the scalability of the AI/ML models under different input sizes. We considered one eigenvector based models with Transformer backbone and feedback size 128 bits. To evaluate the performance of a single AI/ML model under different input size, we use a model trained on a maximum bandwidth of 10 MHz and tested on 5 MHz, 3 MHz and 1 MHz bandwidth configurations. The samples for the 5 MHz, 3 MHz and 1 MHz configurations are obtained using a zero padding approach. To quantify the performance loss, we use a baseline that considers the entire 10 MHz channel samples without zero-padding but the SGCS is measured on the truncated input and output that match the 5 MHz, 3 MHz and 1 MHz configurations.
Table 8 shows SGCS values for the scalability performance of the 10 MHz AI/ML model. It can be seen that the model generalizes well when tested under the 5 MHz configuration with a slight performance degradation (1 %). Additionally, we observe that the performance degrades more when we increase the number of zero padded inputs (e.g., 3 MHz and 1 MHz). 
[bookmark: _Ref131756974]Table 8 SGCS values for the scalability performance of AI/ML model under different bandwidth configurations
	
	L1-- L2 (5 MHz)
	L1-- L2 (3 MHz)
	L1 – L2 (1 MHz)

	Baseline
	0.683 -- 0.525
	0.675 – 0.513
	0.659 – 0.493

	Zero-padded
	0.666 -- 0.513
	0.561 – 0.434
	0.369 – 0.302



Observation 14: The AI/ML model trained on 10 MHz bandwidth generalizes well when tested under 5 MHz bandwidth. Further, we observed that increasing the number of zero padded input results in more performance degradation relative to the baseline.

Evaluation of quantization impacts
This section provides evaluation results of different quantization techniques that can be used for CSI compression. Figure 8 illustrates the distribution, i.e., density and CDF, of the values of all latents of the autoencoder, whereas Figure 9 illustrates the distribution for specific latents. From Figure 8 and Figure 9, it can be seen that the distribution of latent values is non-uniform and values of the latents are mostly in the range of 0.4 to 0.6. Based on this observation we evaluate clustering-based and CDF-based non-uniform quantizers and compare with traditional uniform quantizers for the case of quantization non-aware training. We further provide results on quantization aware training. 
[image: ]
[bookmark: _Ref131499458]Figure 8: Density and CDF for All Latents Combined
[image: ]
[bookmark: _Ref131499913]Figure 9: Density and CDF for a Sample of Latents
Observation 15: The latent values have a non-uniform distribution. 
We present the evaluation results based on the following quantization methods for quantization non-aware training. The quantization is applied to latents during inference after the model is trained with full precision. The number of bits used for quantization is denoted by .
1. Clustering-based / All Latents: Single set of clusters is computed and used for the quantization of all latents. The number of clusters is given by .
2. Clustering-based / Per Latent: Different sets of clusters are computed and used for the quantization each latent separately. The number of clusters per latent is given by .
3. CDF-based / All Latents: Single empirical CDF is constructed and used for the quantization of all latents.  The CDF transform is followed by a uniform quantization with  levels.
4. CDF-based / Per Latent: Different empirical CDFs are constructed and used for the quantization of each latent separately.  The CDF transform is followed by a uniform quantization with  levels.
5. Uniform Quantization: A uniform quantization with  levels is applied to all latents.
For quantization aware training, the latents are applied a uniform quantization with  levels during the training and different models are trained for given bits per quantization and number of latents. For quantization non-aware training, one model is trained for a given number of latents.
The evaluation results for quantization non-aware training and quantization aware training are provided in Table 9 and Table 10, respectively. 
 

[bookmark: _Ref131500579]Table 9: SGCS Results on Quantization Non-Aware Training
	
	
	64 Latents
	128 Latents

	
	Quantization
	2-bit
	3-bit
	2-bit
	3-bit

	
	Payload size
	128
	192
	256
	384

	Clustering
All Latents
	SGCS Layer-1
	0.3679
	0.4273
	0.4853
	0.5668

	
	SGCS Layer-2
	0.2351
	0.2893
	0.3259
	0.4170

	Clustering
Per Latent
	SGCS Layer-1
	0.3751
	0.4364
	0.4938
	0.5767

	
	SGCS Layer-2
	0.2367
	0.2942
	0.3286
	0.4230

	CDF-based
All Latents
	SGCS Layer-1
	0.3561
	0.4192
	0.4779
	0.5596

	
	SGCS Layer-2
	0.2161
	0.2725
	0.3050
	0.3941

	CDF-based
Per Latent
	SGCS Layer-1
	0.3775
	0.4281
	0.4930
	0.5664

	
	SGCS Layer-2
	0.2300
	0.2792
	0.3164
	0.3997

	Uniform Quantization
	SGCS Layer-1
	0.2291
	0.2750
	0.3046
	0.3493

	
	SGCS Layer-2
	0.1453
	0.1716
	0.1792
	0.2095




[bookmark: _Ref131500590]Table 10: SGCS Results on Quantization Aware Training
	
	64 Latents
	128 Latents

	Quantization
	No Quantization
	Q-aware 
2-bit
	No Quantization
	Q-aware 
1-bit
	Q-aware 
2-bit

	Payload size
	NA
	128
	NA
	128
	256

	SGCS Layer-1
	0.4701
	0.4304
	0.6244
	0.4457
	0.5464

	SGCS Layer-2
	0.3329
	0.2752
	0.4878
	0.2708
	0.3832



The SGCS results on the case with full precision CSI compression, i.e., no quantization, is also provided in Table 10 that sets the upper bound for SGCS in our evaluations. The results in Table 9 show that non-uniform quantization improves the SGCS performance significantly compared to uniform quantization. The results further show that SGCS for per latent quantization is always higher than the all-latent quantization counterpart due to the differences in the distribution of latent values, but this may incur additional overhead. Clustering and CDF-based non-uniform quantization shows similar SGCS performance where clustering-based method slightly outperforms the other. 
The quantization aware training method shows around 18% and 10% increase in SGCS performance compared to non-uniform quantization for 128 and 256 bits of payload size, respectively. Quantization aware training has the potential to provide better results in terms of SGCS while lacking generalization on payload size. On the other hand, quantization non-aware training has the potential on payload size generalization while lagging on SGCS performance. 

Observation 16: For quantization non-aware training: non-uniform quantization improves the SGCS performance significantly compared to uniform quantization. 
Observation 17: For quantization non-aware training: the per-latent quantization outperforms the all-latent quantization.
Observation 18: For quantization non-aware training: the clustering and CDF-based non-uniform quantization show similar SGCS performance.
Observation 19: Quantization aware training outperforms (in terms of SGCS) the quantization non-aware training, at the expense of lacking generalization on the payload size.
Observation 20: Quantization non-aware training has more flexibility on payload size generalization, at the expense of some SGCS performance degradation. 
Type 2 multi-vendor joint training
This section presents the evaluation of Type 2 multi-vendor joint training. The results are shown in Table 11, where the index ‘1’ refers to a EVCsiNet model, and index ‘2’ refers to a Transformer model; thus, “E1” refers to an EVCsiNet encoder, “D1” refers to an EVCsiNet Decoder, “E2” refers to a transformers based encoder, and “D2” a transformers based decoder. The models have the same output size of 256 bits. 
[bookmark: _Ref131774072]Table 11 SGCS results for Type 2 multi-vendor joint training
	Train/Test
	E1-D1
	E2-D1
	E1-D2
	E2-D2

	1-1
	0.793 -- 0.678
	0.799 -- 0.687
	0.781 -- 0.645
	0.791 -- 0.638

	2-1 (E1, E2, D2)
	N/A
	N/A
	0.781 -- 0.641
	0.806 -- 0.678

	2-2 (E1, E2, D1, D2)
	0.786 – 0.664
	0.801 – 0.688
	0.784 – 0.659
	0.799 – 0.682

	
	
	
	
	



The baseline models trained with M=1, N=1 have similar performance to those trained with M=2, N=2 and M=2, N=1 setups. In terms of the intermediate KPI (SGCS), no degradation was seen with the multi-vendor case. A marginal increase in SGCS, (order of 10-2 to 10-3) was seen for the Type 2 multi-vendor joint training, but given the improvement is very small and the training was carried out over one random initialization of weights only, further analysis over multiple random training initializations (higher Monte Carlo iterations) and with much larger M and N and may be required to draw a conclusion on the precise percentage gain or loss associated with multi-vendor training.
Observation 21: For the scenario analysed (M=2, N=2), only a marginal difference in the SGCS performance was found with respect to 1-on-1 joint training.
Observation 22: further analysis over multiple random training initializations (higher Monte Carlo iterations) and with much larger M and N and may be required to draw a conclusion on the relative performance of Type 2 multi-vendor joint training.

Summary of results
[bookmark: _Ref127302253]Table 12 Evaluation results for CSI compression without model generalization/scalability, [Full Buffer], [Max rank =2], [training type 1]

	
	
	InterDigital 1
	InterDigital 2
	InterDigital 3

	CSI generation part
	AL/ML model backbone
	CNN (CsiNet)
	Transformers
	CNN (EVCsiNet)

	
	Pre-processing
	Freq domain
	Freq domain
	Freq domain

	
	Post-processing
	N/A
	N/A
	N/A

	
	FLOPs/M
	1.9
	40.1
	3.68

	
	Number of parameters/M
	0.918
	1.15
	1.84

	
	[Storage /Mbytes]
	3.64
	5.71
	7.13

	CSI reconstruction part
	AL/ML model backbone
	CNN (CsiNet)
	Transformers
	CNN (EVCsiNet)

	
	[Pre-processing]
	N/A
	N/A
	N/A

	
	[Post-processing]
	N/A
	N/A
	N/A

	
	FLOPs/M
	10.0
	40.1
	1973.9

	
	Number of parameters/M
	0.925
	1.15
	1.4

	
	[Storage /Mbytes]
	5.61
	5.75
	6.05

	Common description
	Input type
	Raw channel matrix
	Raw channel matrix
	EV, Raw channel matrix

	
	Output type
	Compressed channel matrix
	Compressed channel matrix
	Compressed EV, Compressed channel matrix

	
	Quantization /dequantization method
	uniform
	Uniform
	uniform

	Dataset description
	Train/k
	210
	210
	210

	
	Test/k
	20
	20
	20

	
	Ground-truth CSI quantization method
	N/A
	N/A
	N/A

	Benchmark
	
	
	

	Intermediate KPI l#1 of benchmark, [layer 1]: SGCS
KPI1: SGCS
Rank one case
	CSI feedback payload 164 (Rel-16 config4)
	0.5825  

	
	CSI feedback payload 221 (Rel-16 config5)
	0.5914 

	
	CSI feedback payload 275 (Rel-16 config6)
	0.6656 

	Gain for intermediate KPI I#1, [layer 1]
Rank one case
	CSI feedback payload 164 (Rel-16 config4)
	16% (22% less overhead)

	
	CSI feedback payload 221 (Rel-16 config5)
	25% (13% less overhead)

	
	CSI feedback payload 275 (Rel-16 config6)
	18% (7% less overhead)

	Intermediate KPI I#1 of benchmark, [layer 1]: SGCS

KPI1: SGCS
Rank two case
	CSI feedback payload 315 (Rel-16 config4)
	0.5825

	Intermediate KPI I#1 of benchmark, [layer 2]
Rank two case
	CSI feedback payload 317 (Rel-16 config4)
	0.451

	Gain for intermediate KPI I#1, [layer 1]
Rank two case
	CSI feedback payload 317 (Rel-16 config4)
	N/A
	23%
	15%

	Gain for intermediate KPI#1, [layer 2]
Rank two case
	CSI feedback payload 317 (Rel-16 config4)
	N/A
	18%
	6%




CSI prediction
AI/ML Model considerations 
Model architecture 
The AI/ML model adopted for CSI prediction is the linear regression (LR), in which the relation between the historical CSI (input of the model) and future CSI (output of the model) is modelled using linear predictor functions. The model parameters are estimated from the dataset using the least-square estimation technique. 
The AI/ML model adopted for CSI prediction has a LSTM backbone with 3 LSTM layers and 1 fully connected layer, with a total of 707 k parameters. Additionally, there is a weighted bypass that connects the input to the output. The input to the model is a ()MIMO channel associated with a single sub-band and thus the prediction for each sub-band is performed independently. SGCS is used as the loss function for the training.

Dataset for model training 
In the context of CSI prediction, let  denote the number of historical CSI to be fed to the CSI predictor (either the AI/ML model or the baselines), and let  denote the time slot index of the future CSI to be predicted. In the construction of the dataset,  channel samples are generated, where each two consecutive channel samples are 1 ms a part. The size of channel sample is , where , , , and  denote the number of receive antenna ports, the number of transmit antenna ports, the number of sub-bands, and the number of UEs, respectively. The time samples of each channel element in the 4D tensor are then grouped together to create  sequences of size  each. Afterwards, for each channel coefficient,  pair of sequences are constructed from its initial sequence of size  time samples. Specifically, for all : the two sequences are defined as follows:
· The first sequence contains the time samples of the channel element from  to , which is the sequence of features (or sequence of historical CSI) that will be fed to the CSI predictor,
· The second sequence contains the time samples of the same channel element from  to , which represents the sequence of labels (or sequence of future CSI) to be predicted by the CSI predictor.
Finally, the dataset consists of the  distinct sequences of features, where each sequence has  features, and their associated  sequences of labels, where each sequence has  labels.

CSI prediction baseline
Kalman filter architecture for CSI prediction 
The Kalman filter is an algorithm for doing inference in discrete linear dynamic systems in which the state space of the latent variables is discrete and where all latent and observed variables have a Gaussian distribution. In the context of CSI prediction, the CSI evolution over time can be modelled as a noisy dynamic system, and therefore, the Kalman filter can be used to predict the future CSI. Specifically, the Kalman Filter is a two-stage algorithm that assumes there is a smooth trend-line within the data that represents the true value of the CSI before being disturbed by noise. In the first stage, a few historical CSI values are fit to a model, which are then extrapolated to the next time value to generate a CSI prediction along with its error variance. In the second stage, the corresponding CSI measurement is read, and a new CSI trend value is computed as a weighted average of the predicted CSI and the measured CSI. The weights are based on the relative amounts of noise in the data and predictions. The filter then repeats this cycle of prediction and correction as each new CSI value is observed.
Moreover, let  denote the true (or corrected) CSI state at time , which includes the historical CSI from  to ,  denote the estimated (or observed) CSI state at time , and  denote the predicted CSI state of time . The goal of the Kalman Filter is to predict the CSI state   of time  at time , using the true CSI state  at time , and then correct this prediction using the estimated CSI state  at time .
In this case, the Kalman Filter assumes that the CSI state at time  evolves from the CSI state at time  according to

Where,  is the state transition matrix, and  is the process noise with , in which  is the covariance matrix of the process noise This equation is called the dynamic (or plant) equation or the channel. Moreover, at time , an estimation of the CSI is made, and the estimated CSI state at time  follows

Where  is the observation noise with , in which  is the covariance matrix of the observation noise. The initial state  is generally modelled as a Gaussian random variable, with known mean and covariance. The two noisy sequences and the initial state are mutually independent and the matrix  depends on the adopted channel model.
The Kalman Filter uses the previous corrected state and the current observed CSI state to predict and correct the current CSI state, hence it is a recursive estimator. Two variables need to be predicted and corrected, which are , and , which is the error covariance matrix or in simple words the measure of the estimated accuracy of the CSI state estimate. There are two stages in the Kalman Filter algorithm, namely, prediction and correction.
Prediction: 
The predicted CSI state estimate is given by  and the predicted covariance is given by . 
Correction: 
After performing the prediction, the measurement residual at time , is given by , and its covariance is given by . Hence, the filter gain is given by . Based on this, the corrected CSI state is computed as , and the corrected covariance is computed as . 
Finally, at each time slot the CSI state transition matrix  and the CSI process covariance matrix  are obtained and updated online along with the prediction and correction procedures. 

[bookmark: _Ref111198283][bookmark: _Ref134784925]CSI prediction simulation configuration 
In generating the channel samples, we consider two scenarios: 
· Spatial consistency off (Doppler only), and
· Spatial consistency on, procedure A 
The simulation configuration specific to CSI prediction is shown below. 
· Traffic type: Full Buffer 
· Max rank value = 2
· Intermediate KPI#1 = SGCS
· Channel model: UMa
· UE distribution: 100% outdoor UE (per RAN1 #110 conclusion)
· O2I car penetration loss (as per 38.901, section 7.4.3.2 – per the RAN1 #110b conclusion)
· Number of drops for training: 25
· Number of drops for the testing: 5
· Number of UEs per drop: 84
· Number of time samples N_samples (5 ms period): 60
· Observation window: 5/5 for Section 3.4.1, and 1..10/1 for Section 3.4.3
· Prediction window: 1/5/5 for Section 3.4.1, and 1..10/1/1 for Section 3.4.3
The common parameters for dataset generation and for performance evaluation are as agreed in [5], [7] and [8]; for convenience, the common parameters table is also included in the Appendix.  

CSI prediction simulation results
To evaluate the CSI prediction performance, two baselines are considered, as follows:
· Baseline #1: the nearest historical CSI without prediction, also known as sample and hold (S&H) baseline.
· Baseline #2: the Kalman Filter (KF).
[bookmark: _Ref134784366] Impact of spatial consistency on the CSI prediction performance
To evaluate the impact of mobility on the performance of CSI prediction (AI/ML model and the baseline), we present simulation results for the case of spatial consistency off (Doppler only) and compare to the results when the spatial consistency (procedure A) is enabled. 
The SGCS performance of the AI/ML model, the S&H and the Kalman filter baselines is shown in Figure 10 and Figure 11 for spatial consistency off and on, respectively.
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[bookmark: _Ref134746186]Figure 10 SGCS Performance versus speed, spatial consistency off
In Figure 10 it can be seen that the AI/ML model outperforms the S&H baseline, while the Kalman filter outperforms the AI/ML model. Additionally, for each of the models, the SGCS performance of Layer 1 is better than the SGCS performance for Layer 2.
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[bookmark: _Ref134746204]Figure 11 SGCS Performance versus speed, spatial consistency on
When spatial consistency is enabled (Figure 11), the SGCS performance of Layer 1 is still better than the SGCS performance for Layer 2, for all models considered.  The relative performance of Layer 1 versus Layer 2 is consistent regardless of spatial consistency.
It is important to note that when spatial consistency is enabled (see Figure 11), the Kalman filter still offers the best performance and outperforms both the AI/ML based CSI prediction and the S&H baseline. The AI/ML based CSI prediction outperforms the S&H baseline for 10 km/h, and it is slightly worse than S&H for 30 and 60 km/h.  
While it is possible to further improve the performance of the AI/ML CSI prediction, the relative gain over the S&H baseline will likely be smaller than the relative gain observed when spatial consistency is off.  This illustrated in Figure 12, where the performance of Layer 1 of the AI/ML based CSI prediction, the Kalman filter and the S&H baseline is presented for both spatial consistency on and off.  
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[bookmark: _Ref134747808]Figure 12 Impact of mobility on the CSI prediction SGCS performance 

Observation 23: Enabling spatial consistency (procedure A) results in SGCS performance degradation for all models considered (AI/ML based CSI prediction, Kalman filter and S&H baselines).

Observation 24: The relative gain of the AI/ML based CSI prediction over the S&H baseline decreases when spatial consistency (procedure A) is enabled in the simulations. This is because the dataset becomes much more complex as more channel parameters are involved in impacting the correlation between samples in time, and hence, AIML model performance will be highly impacted.

Observation 25: Kalman filter seems to be performing the best across all methods regardless of the spatial consistency being enabled or not. This suggests that Kalman filter should be considered as the non AI/ML baseline to assess the actual gains of the AI/ML solution, otherwise the gains of the AIML solution may be overestimated if compared to the S&H baseline. 

Observation 26: If spatial consistency (procedure A) is not used for evaluation, the relative gains of AI/ML based CSI prediction may be overestimated.

Proposal 1: For a realistic evaluation of the AI/ML based CSI prediction performance gains over the baseline, spatial consistency (procedure A) should be used for channel generation.

Results in tabular form
The AI/ML CSI prediction results without generalization are presented in Table 13.
[bookmark: _Ref134805815]Table 13 CSI prediction without generalization
	
	
	InterDigital 1
	InterDigital 2
	InterDigital 3

	AI/ML model description
	AL/ML model backbone
	LSTM

	
	[Pre-processing]
	Freq domain avg

	
	[Post-processing]
	Freq domain

	
	Input type
	raw channel matrix
	raw channel matrix
	raw channel matrix

	
	Output type
	channel matrix
	channel matrix
	channel matrix

	Assumption
	UE speed
	10 km/h
	30 km/h
	60 km/h

	
	CSI feedback periodicity
	5 ms
	5 ms
	5 ms

	
	Observation window (number/distance)
	5
	5
	5

	
	Prediction window (number/distance)
	1/5
	1/5
	1/5

	
	Whether/how to adopt spatial consistency
	Yes
	Yes
	Yes

	Dataset size
	Train/k
	210 k
	210 k
	210 k

	
	Test/k
	210 k
	210 k
	210 k

	Benchmark 1 (the nearest historical CSI w/o prediction, i.e. S&H) 
	
	
	

	Intermediate KPI #1 (SGCS) of Benchmark 1

	Layer 1
	0.653

	0.46

	0.407

	Gain for intermediate KPI#1 over Benchmark 1

	Layer 1
	20%
	-3%%
	-3%

	Intermediate KPI #1 (SGCS?) of Benchmark 1

	Layer 2
	0.585
	0.394
	0.351

	Gain for intermediate KPI#1 over Benchmark 1

	Layer 2
	27%
	-4%
	-4%

	Benchmark 2: Kalman filter based non-AI/ML CSI prediction
	
	
	

	Intermediate KPI #1 of Benchmark 2
	Layer 1
	0.894

	0.577

	0.434


	Gain for intermediate KPI#1 over Benchmark 2
	Layer 1
	-11%
	-22%
	-9%

	Intermediate KPI #1 of Benchmark 2
	Layer 2
	0.857
	0.501
	0.376

	Gain for intermediate KPI#1 over Benchmark 2
	Layer 2
	-13%
	-25%
	-10%



Generalization performance
This section presents evaluation results for the model generalization over speeds.
 Evaluation results for generalization Case 2
For Case 2 testing, the relative SGCS gain over Case 1 for Layer 1 of the AI/ML model is shown in Table 14, for the case of spatial mobility off.
[bookmark: _Ref134795506]Table 14 Relative SGCS performance (%) for Case 2 compared to Case 1, Spatial consistency off
	Train Speed (km/h)
	Test speed 10 km/h
	Test speed 30 km/h
	Test speed 60 km/h

	10
	0.0
	-16.5
	-9.6

	30
	-1.7
	0.0
	-15.4

	60
	-17.0
	-32.0
	0.0



Table 14 (spatial consistency off) shows that a model trained for 10 km/h does not generalize well for 30 and 60 km/h operation; similarly, the model trained at 60 km/h does not generalize well for 10 and 30 km/h. The only model that has marginally acceptable generalization is the model trained at 30 km/h, that operates with relatively small degradation at 10 km/h. However, that same model (trained at 30 km/h) does not generalize well at 60 km/h. 
For Case 2 testing, the relative SGCS gain over Case 1 for Layer 1 of the AI/ML model is shown in Table 15, for the case of spatial mobility on.
[bookmark: _Ref134795531]Table 15 Relative SGCS performance (%) for Case 2 compared to Case 1, Spatial consistency on
	Train Speed (km/h)
	Test speed 10 km/h
	Test speed 30 km/h
	Test speed 60 km/h

	10
	0.0
	-9.5
	-8.1

	30
	-24.0
	0.0
	-0.5

	60
	-33.0
	-2.5
	0.0



Similar to the observations for the spatial consistency off case, the simulations in Table 15 (spatial consistency on) show that model trained for 10 km/h does not generalize well for 30 and 60 km/h operation. 
Observation 27: The AI/ML CSI prediction model does not appear to generalize well across speeds (for Case 2).

Lastly, it is interesting to evaluate the relative performance of the AI/ML model with respect to the S&H baseline.  The relative SGCS performance of the AI/ML model compared to S&H, for Layer 1, with spatial consistency off and on, is shown in Table 16 and Table 17, respectively.
[bookmark: _Ref134801914]Table 16 Relative SGCS performance (%) for the AI/ML model vs S&H, Spatial consistency off
	Train Speed (km/h)
	Test speed 10 km/h
	Test speed 30 km/h
	Test speed 60 km/h

	10
	6.5
	13.0
	-12.5

	30
	4.6
	35.4
	-18.1

	60
	-11.6
	-8.0
	-3.2



[bookmark: _Ref134801916]Table 17 Relative SGCS performance (%) for the AI/ML model vs S&H, Spatial consistency on
	Train Speed (km/h)
	Test speed 10 km/h
	Test speed 30 km/h
	Test speed 60 km/h

	10
	21.0
	-12.4
	-10.7

	30
	-8.1
	-3.2
	-3.3

	60
	-19.0
	-5.6
	-2.9



The results from Table 16 and Table 17 indicate that S&H is better than the AI/ML CSI prediction model for Case 2 (out of distribution) and spatial consistency on.  Moreover, the in-distribution gain reduces when spatial consistency is enabled: specifically, the AI/ML model (train/test at 30/30, Table 16) shows 35.4% improvement over S&H when spatial consistency is off, but the improvement decreases to 21% (for the train/test 10/10, Table 17) once spatial consistency is enabled.

Observation 28: Spatial consistency is needed for a realistic evaluation of the AI/ML CSI prediction compared to the baseline.

Evaluation results for generalization Case 3
To evaluate the relative performance (over Case 1) of the AI/ML model for generalization Case 3 across speeds, the model was trained on a mixed dataset based on 10, 30 and 60 km/h UE speeds. The simulation results of the mixed model are shown in Table 18.
[bookmark: _Ref134804314]Table 18 Relative SGCS performance (%) for Generalization Case3 across speeds
	Spatial consistency

	Test speed 10 km/h
	Test speed 30 km/h
	Test speed 60 km/h

	Off
	-0.6
	-2.6
	-13.6

	On
	-3.8
	-1.5
	0.6



From Table 18 above it can be seen that the mixed model (trained on the mixed dataset) generalizes better across the tested speeds as compared to models trained on a single speed.
Observation 29: The mixed model for Case 3 (model trained on the mixed dataset) generalizes better compared to models trained on datasets comprised of single speed (Case 2).

Conclusion 
In this contribution, we presented a simulation-based comparison of AI/ML CSI compression of the raw channel matrix vs eigenvector compression as well as the baseline Rel-16 Type II codebook.  We also provided simulation results for CSI compression with model generalization and scalability. Additionally, we evaluated the AI/ML performance for CSI prediction and compared it to the the nearest historical CSI w/o prediction and to the non-AI/ML based CSI prediction. 
We provide the following observations and proposals:
Observation 1: The AI/ML-based CSI compression using transformer model outperforms the CNN based models in terms of SGCS.
Observation 2: The AI/ML-based CSI compression using transformer model achieves a favorable performance-complexity-memory tradeoff.   
Observation 3: The AI/ML-based CSI compression using transformer model outperforms the CNN based models in terms of average throughput.
Observation 4: The SGCS gain of the Transformer-based model over the CNN-based model (CsiNet) is 28% while the throughput gain is only 5%. The significant gap between the throughput and SGCS gain may suggest that using SGCS as an intermediate KPI is not a good indicator of the throughput gain.
Observation 5: For the rank two case, the AI/ML-based CSI compression using transformer model achieves higher SGCS than the Rel-16 Type II with 20% reduction in overhead. Also, the achievable gain over Rel-16 Type II on the first layer is higher than that of the second layer.   
Observation 6: For the rank one case, the AI/ML-based CSI compression using eigenvectors of channels as the input outperforms the Rel-16 Type II at similar overhead.   
Observation 7: For the rank one case, the AI/ML-based CSI compression using the eigenvector layer-common model achieves the best SGCS performance relative to the layer-specific and rank-specific models.
Observation 8: The AI/ML-based CSI compression using the eigenvector layer-common model generalizes well when tested under two layers, and achieves the best SGCS performance relative to the layer-specific and rank-specific models for both rank one and rank two transmission.  
Observation 9: The AI/ML-based CSI compression using eigenvectors as an input for the layer-common model consistently outperforms the AI/ML model using full CSI as an input and the Rel-16 Type II, in terms of SGCS under the rank one transmission case.  
Observation 10: For the rank two case, the AI/ML-based CSI compression using eigenvectors as an input for the layer-common model outperforms the AI/ML model using full CSI as an input and the Rel-16 Type II, in terms of SGCS.
Observation 11: The gain of the AI/ML compression over the baseline appears to decrease as the RU utilization increases. This trend is similar for both Mean UPT and 5% UPT.
Observation 12: The gain of the AI/ML compression over the baseline appears to be smaller for low geometry UEs.
Observation 13: The AI/ML model trained on mixed datasets from UMa and UMi channel samples generalizes well when tested under each individual dataset. This suggests that using one model trained under mixed datasets can provide both performance gains and memory savings relative to using a separate model for each scenario.
Observation 14: The AI/ML model trained on 10 MHz bandwidth generalizes well when tested under 5 MHz bandwidth. Further, we observed that increasing the number of zero padded input results in more performance degradation relative to the baseline.
Observation 15: The latent values have a non-uniform distribution. 
Observation 16: For quantization non-aware training: non-uniform quantization improves the SGCS performance significantly compared to uniform quantization. 
Observation 17: For quantization non-aware training: the per-latent quantization outperforms the all-latent quantization.
Observation 18: For quantization non-aware training: the clustering and CDF-based non-uniform quantization show similar SGCS performance.
Observation 19: Quantization aware training outperforms (in terms of SGCS) the quantization non-aware training, at the expense of lacking generalization on the payload size.
Observation 20: Quantization non-aware training has more flexibility on payload size generalization, at the expense of some SGCS performance degradation. 
Observation 21: For the scenario analysed (M=2, N=2), only a marginal difference in the SGCS performance was found with respect to 1-on-1 joint training.
Observation 22: further analysis over multiple random training initializations (higher Monte Carlo iterations) and with much larger M and N and may be required to draw a conclusion on the relative performance of Type 2 multi-vendor joint training.
Observation 23: Enabling spatial consistency (procedure A) results in SGCS performance degradation for all models considered (AI/ML based CSI prediction, Kalman filter and S&H baselines).

Observation 24: The relative gain of the AI/ML based CSI prediction over the S&H baseline decreases when spatial consistency (procedure A) is enabled in the simulations. This is because the dataset becomes much more complex as more channel parameters are involved in impacting the correlation between samples in time, and hence, AIML model performance will be highly impacted.
Observation 25: Kalman filter seems to be performing the best across all methods regardless of the spatial consistency being enabled or not. This suggests that Kalman filter should be considered as the non AI/ML baseline to assess the actual gains of the AI/ML solution, otherwise the gains of the AIML solution may be overestimated if compared to the S&H baseline. 
Observation 26: If spatial consistency (procedure A) is not used for evaluation, the relative gains of AI/ML based CSI prediction may be overestimated.
Observation 27: The AI/ML CSI prediction model does not appear to generalize well across speeds (for Case 2).
Observation 28: Spatial consistency is needed for a realistic evaluation of the AI/ML CSI prediction compared to the baseline.
Observation 29: The mixed model for Case 3 (model trained on the mixed dataset) generalizes better compared to models trained on datasets comprised of single speed (Case 2).

Proposal 1: For a realistic evaluation of the AI/ML based CSI prediction performance gains over the baseline, spatial consistency (procedure A) should be used for channel generation.
Proposal 2: The trade-off between the CSI prediction performance for various UE speeds and the model complexity and prediction parameters (observation window, prediction window) needs to be studied.  
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Appendix 
The common parameters used for the considered suite of simulations are based on the assumptions agreed in [2] and is shown below for convenience. 

Table 20 Common parameters used in all Scenarios/Configurations
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Uma, Umi

	Frequency Range
	FR1 only, 2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	16 ports ; configuration specific

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power
	41 dBm 

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	30 kHz

	Simulation bandwidth
	10MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	MU-MIMO with rank adaptation

	Number of users
	6 UE per BS

	Max number of MU layers
	12

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Traffic model
	Full buffer, Non full buffer (FTP Model 1), packet size 0.5 Mbytes

	UE distribution
	(0.5, 0.5)

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	4ms delay, ideal

	Channel estimation         
	ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.

	Baseline for performance evaluation
	Rel-16 Type II CSI
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