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Introduction 
In this contribution, we discuss potential specification impacts of the beam management use case. General aspects on AI/ML functional frameworks, life cycle management (LCM), UE capabilities, and AI/ML model testing, which apply more widely than this use case, are discussed in [2]. Evaluation methodologies for the beam management use case are discussed in [3]. 

Discussion
Feasibility of TX/RX beam prediction 
NW-sided
	Proposal 4.2.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a network-side AI/ML model, study the feasibility and potential spec impacts (if feasible) from the following aspects as a starting point 
· Whether/How to align the common understanding between NW and UE on the mapping between beam pairs and UE’s associated Rx beams
· Whether/How to indicate a beam pair / Tx beam /Rx beam from NW to UE
· whether/how Rx beam related information corresponding to a Tx beam reported from UE to NW
· Note1: The potential down-selection/prioritization (if any) on the types of beam prediction is a separate discussion 
· Note2: The performance and spec impacts should be considered.
Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction



Regarding TX/RX beam prediction at the NW-side, it should be highlighted that the NW cannot train a unique beam pair prediction model for each UE RX beam pattern. The gNB simultaneously serves many different UEs and needs to operate the same model for a potential beam pair prediction. Hence, the model needs to be able to generalize to a vast number of UE RX beam shapes and UE locations/orientations. Given the conclusion above regarding explicit assistance information from UE to network, it will be challenging for NW to create such model given the limited knowledge of the UE properties. Before any discussion on beam pair prediction specification impact, the study item should focus on addressing the feasibility given the new conclusion on UE assistance information from RAN1#112. Moreover, in addition to the generalization issue, the overhead for enabling beam pair prediction needs to be considered. Our updated proposal is the following,  
[bookmark: _Toc130561407][bookmark: _Toc130561408][bookmark: _Toc130561410][bookmark: _Toc130561411][bookmark: _Toc135042891]For DL beam pair prediction of BM-Case1 and BM-Case2 with a network-side AI/ML model, study the feasibility from the following aspects as a starting point 
· [bookmark: _Toc135042892]How to generalize to different UE Rx beam shapes/directions
· [bookmark: _Toc135042893]How to generalize to different UE orientation/location
· [bookmark: _Toc135042894]Overhead in reporting TX/RX beam pairs in set B and potential assistance information
· [bookmark: _Toc135042895]Note 1: Potential assistance information to achieve generalization should not disclose proprietary/privacy information. 
· [bookmark: _Toc135042896]Note 2: Companies are encouraged to provide evaluation results for the agenda item 9.2.3.1 addressing above aspects

UE-sided
	Proposal 4.3.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, UE will report to network the information of predicted Tx beam(s), rather than the predicted beam pair(s), to facilitate the model inference 
· FFS: additional spec impact compared to DL beam prediction 



Regarding UE TX/RX beam predictions, it is unclear why the UE would need to indicate any information of the RX beam information as part of the beam pair predictions. The NW cannot mandate which UE RX beam to use, hence it would be sufficient to investigate potential specification impact if the UE report the predicted Tx beam(s). Proponents of the usability of RX beam information should clarify what is the potential specification impact with a beam pair prediction report from the UE. 
[bookmark: _Toc135042897]Conclude that the specification impact for DL beam pair prediction at UE sided model inference is same as for TX DL beam prediction

Potential specification impacts 
Our discussion around potential specification impacts focuses on the TX-beam prediction scenario.
Training data collection for NW-sided models
The following agreements are made regarding data collection for of NW-side models for beam management use cases:

	RAN1#110
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

RAN1 #112-bis
Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· [bookmark: _Hlk134003879]Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 




Model training/retraining is a slow process, where data collection can be performed infrequently relative to L1 timescales when the NW is at low load. Therefore, latency requirement for NW to obtain training data can be relaxed as compared to model inference. 
For NW-sided beam prediction, model training requires UE downlink L1-RSRP measurements. It is important to standardize appropriate data collection mechanisms for the UE’s measurements to be reported to the NW over the 3GPP air-interface. This is to ensure that the NW side can efficiently train models by collecting unified data format from different UE/chipset vendors, which is essential for reducing the complexity and data processing cost of the AI/ML model design. In addition, by standardizing data collection via UE report over the air interface, and the data quality can be tested and determined by the 3GPP standard. Moreover, the network may identify a need of collecting extra training data from a specific area or at a specific period of a day or week to improve its AI/ML model design, hence, a standard data collection procedure is required to support the network to collect the training data when needed. Data collection is also a key-aspect of the AI/ML life-cycle, hence it is important to address this stage for the completeness of the study item.
[bookmark: _Toc135042927]It is necessary to study the training data collection mechanism for NW-side AI/ML model for the completeness of the AI/ML beam prediction use case

Due to the decoupled nature of measurement time and reporting time, a UE can log/store its radio/non-radio measurements together with the meta information (e.g., time stamps, cell ID, and/or UE location) for multiple measurement occasions. The meta information can be seen as “tagging” the measurements with information on where/when the data was collected. After performing the radio measurements and logging the data, the UE can be triggered to report these accumulated data to the NW using an RRC message over the 3GPP air-interface for subsequent offline AI/ML model training at the NW side. This UE reporting over the 3GPP air-interface based training data collection for NW-sided beam prediction has standard impact and it should be studied.
Comparing to the layer-1 CSI reporting method, the RRC message-based data collection solution can enable the NW to collect large amount of measurement data from a UE with reduced signaling overhead and radio resource consumption. A high-level illustration of the data collection procedure is shown in Figure 1.
[bookmark: _Toc135042928]An RRC-message based approach is best suitable for training data collection for NW-sided beam prediction 
[bookmark: _Toc135042929]The standardized data collection mechanism should enable UE logging and reporting of collected data to the NW
As discussed in our general aspects paper [3], data collection for model training should consider defining data types, data sizes, latency and periodicity related requirements. In the following, we discuss these aspects for beam management use cases including the configuration details, and identify the potential standard impacts.  
[image: ]
[bookmark: _Ref126591466]Figure 1 Illustration of training data collection for NW-sided spatial beam prediction use cases
[image: ]
Figure 2 Illustration of training data collection for NW-sided temporal beam prediction use cases
Measurement occasion configuration
The data collection framework should support UEs collecting data from multiple measurement occasions, and then report the accumulated data to the NW. For the spatial beam prediction use case, a measurement occasion can consist of a single RS resource set, e.g., a set of CSI-RS/SSB resources that are corresponding to the union of Set A and Set B beams. 
For the temporal beam prediction use case, a measurement occasion can consist of multiple sets of CSI-RS/SSB resources, with each resource set corresponding to the union of set A and set B beams transmitted at a given time instance. In addition, the time instances configured in a measurement occasion should cover both the observation time instances (related to model input, e.g., K time instances in T1) and the prediction time instances (related to model output, e.g., F time instances in T2).
The minimum measurement window required for a UE to complete one shot measurement of all SSB and CSI-RS beams within set A and set B depends on the DL-RS measurement resource configuration, the TDD DU/UL configuration, and the UE’s capability of performing beam management related measurements. For instance, consider an example where the union of set A and set B consists of 12 wide beams and 192 CSI-RS beams, the TDD configuration is DDDSU with SCS of 120KHz, and UE can measure up to 8 SSB&CSI-RS beams within a slot, the minimum measurement window for a UE to complete one shot measurement of all SSB&CSI-RS beams can be around 192/8/3*4/8 = 4 ms.
[bookmark: _Toc135042930]For training data collection for NW-sided beam prediction, a measurement occasion configuration needs to be designed to configure/indicate one or multiple sets of SSB/CSI-RS resources for L1-RSRP measurements, where a single set of SSB/CSI-RS resources is associated to a union of the Set A and Set B of beams, as examples shown in Figure 2 and Figure 3. 
Data content, types and data sizes
In general, the collected data for model training can include radio measurement data and non-radio-measurement data. For the beam prediction use cases, the radio measurement data can include L1-RSRP and/or CRI/SSBRI, and the non-radio measurement data can include for example cell-ID, time stamps or other information preserving the UE privacy/proprietary information. 
In the RAN1 #112bis meeting, it was agreed to study the following three options for the contents of the collected data
•	Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
•	Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
•	Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
For training data collection, define a beam set which is a union of the set A and set B beams. Then, for both spatial and temporal beam prediction use cases, it is proposed that the UE logs all measurements performed on CSI-RS/SSB resources associated with the beam set at each measurement occasion. The accumulated data of one or multiple measurement occasions are then reported from the UE to the NW. 
This training data collection approach is the preferred option, since it provides the NW-side the largest flexibility to design/update the NW-sided models for beam prediction (e.g., the freedom in terms of designing model input/output, configuration of set A and set B, etc.). In addition, since all measurements corresponding to the beam set are reported without explicit indication of model input and model output, the NW-sided model can be kept proprietary to the largest extent. Comparing to the three options listed in the agreement, the proposed data collection approach matches to 
· Option 1, where the beam set contains all beams in the union of set A and set B, and M1 equals to the size of the beam set.
· Option 2, where the beam set contains all beams in the union of set A and set B, and M2 equals to the size of the beam set. In addition, the association between the reported L1-RSRPs and the beam IDs should be predefined, e.g., the L1-RSRPs are ordered based on an ascending order of beam IDs (or the associated SSB/CSI-RS resource IDs).

The number of bits needed for a UE to report its L1-RSRP measurements depends on how many beams the UE is configured to measure and report. Based on the current standard, 7 or 4 bits are used for reporting a L1-RSRP value. Therefore, the payload size per UE report for the beam management use cases is not expected to be too large (e.g., around 771 bits for L1-RSRP measurements of 192 CSI-RS beams). Non-radio-measurement data may or may not need to be reported, depending on the type of information and whether UE mobility is supported in combination with data collection or not. 
[bookmark: _Toc135042931]Training data collection is seldom performed, and the payload size per UE report for the beam management use cases is not expected to be too large (e.g., around 771 bits for L1-RSRP measurements of 192 CSI-RS beams). 

Given that the expected data size of the L1-RSRP measurement report is not too large, we propose the following:
[bookmark: _Toc135042898]Regarding the training data collection mechanism for NW-side AI/ML model trained at NW side, study the following options as a starting point for the contents of collected data.
· [bookmark: _Toc135042899]Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 is equal to the size of the beam set.
· [bookmark: _Toc135042900]Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 is equal to the size of the beam set, and the associated between L1-RSRPs and beam IDs are predefined.
Reporting overhead reduction and data quality
In general, the following aspects are important when the investigating potential data collection, to address how one could:
· Reduce radio resource overhead (cost of over-the-air transmission, number of samples) 
· Improve data quality (measurement noise, rare event, data validity, tighter requirements)

Reducing radio resource overhead for data collection can be achieved by means of minimizing the radio measurements and assistance information that needs to be collected for model training/inference/monitoring. For example, by only collecting the relevant samples, and configuring such data collection in certain favourable conditions. One example for collecting relevant data samples is to avoid reporting duplicated samples from the UE, a static UE might experience similar channel conditions over a certain time period and should in such scenario avoid reporting duplicated samples when collecting data for training an AI/ML model. Other reporting overhead reduction solutions is to only report the set B beams that are within a threshold distance to the strongest beams, which shows similar performance to when all set B beams are reported [3]. The data quality could be improved via evaluating if for example measurement accuracies and/or the quantization granularity of the measurements can be enhanced, for example tighten the requirements on the L1-RSRP measurement accuracy, as shown in our evaluation paper [3]. 
[bookmark: _Toc135042901]Regarding the training data collection mechanism for NW-side AI/ML model trained at NW side, study aspects on data quality and reporting overhead reduction, with the following as a starting point.
· [bookmark: _Toc135042902]UE L1-RSRP measurement improvements (e.g. via RAN4 requirements, or denser CSI-RS configurations)
· [bookmark: _Toc135042903]UE filtered report of set B beams (e.g. only report beams that are within x dB of the strongest)
· [bookmark: _Toc135042904]UE data sample filtering (e.g. avoid report of duplicated/similar samples)
· [bookmark: _Toc135042905]UE report of compressed value(s) based on temporal sequence of L1-RSRP (e.g. temporal variance or polynomial approximation of L1-RSRP/L1-SINR measurements for beams)
[bookmark: _Toc130561429][bookmark: _Toc130561434]	UE-sided data collection and training

	Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details




Coverage and capacity enhancement operation (CCO) is part of the SON-framework devolved in 3GPP. It refers to the improvement of the coverage and signal quality in a geographical area of the network. Examples of such operations are directing the antennas towards a certain area e.g., via tilting the antennas or via beamforming, focusing the transmitted signal in a specific direction to improve the coverage and reduce the interference in the network. The use of CCO, potentially using reinforcement learning techniques, implies dynamic adaptation of the cell coverage and quality in a certain area. This would hence require a potential UE-sided beam prediction model to adapt to such scenarios. 
When to collect new data
Due to for example CCO, the UE-side might need to collect new data and adapt to new configurations. It is assumed that a new beam is associated with a new unique beam ID. The UE might need to collect new data when:
· A new configuration/beam ID is present. 
· A configuration/beam ID used in the model is not present (outdated ID)

For a new beam ID, the UE needs to update its model to learn the relations with said beams. The model hence needs to be updated via new data collection, the UE could for example be configured with measuring the new beam ID in addition to the predicted top-K beams. When an old beam ID is not present, two situations can occur, namely when the outdated ID is part of Set A, and when part of set B. For set B, the UE needs to impute the missing beam information, for example using the training data it has already collected. For set A, the UE can use the 2nd strongest beams when the outdated beam ID is predicted to be strongest. It should be further noted that the idea of beam/configuration IDs are not currently specified. 
[bookmark: _Toc135042906]Study mechanisms for NW indication of beam/configuration IDs for UE-sided AI/ML models
[bookmark: _Toc135042907]The UE can initiate data collection based on the received configuration/beam ID 
Configurations and assistance information
Currently, the QCL relations are used by the UE regarding how to relate different beams. It is assumed that such information is enough also for collecting measurements on set A and B as a starting point. 
New or enhanced mechanism(s) to facilitate AI/ML inference
In this section, we provide our views on AI/ML inference.
NW-sided model inference
	[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Proposal 3.2.2: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study feasibility, necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Beam indication of multiple future time instances [in one indication] for BM-Case2
· FFS: applicable for Top-1 and/or Top-K predicted beams
· Measurement reporting of multiple past time instances in one reporting instance for BM-Case2 
· Overhead reduction for the reporting of L1-RSRP measurement results 
· FFS: e.g. reporting a partial Set B, L1-RSRP quantization, compressed temporal information for BM-Case2, statistics of past measurements for BM-Case2, etc.
· Beam indication of based on unmeasured/outdated source RS Tx beam(s) for BM-Case1 and BM-Case2
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead





Enhanced UE reporting
At RAN1#111, other L1 reporting enhancements in addition to UE reporting more than 4 beams were discussed. As shown in [3], the impact of the UE measurement accuracies severely impacts the prediction performance. If the UE can report more accurate measurements, it would also be possible of studying an increased resolution of the measurement report. Furthermore, the evaluations show how it is possible to utilize a UE reported measurement uncertainty to improve the training of the model. 
[bookmark: _Toc135042932]For NW-sided AI/ML model, RAN4 could study the possibility for tightening requirements on the L1-RSRP measurement accuracies for beam prediction use cases
Regarding an enhanced report of temporal information to improve the predictions for BM-Case-2 at NW-side. One example is the temporal variance, another example is a polynomial approximation according to the figure below. UE can for example reports the polynomial representing the measured RSRP/RSRQ/SINR of the beams in set B for time window T1, this would enable the NW to get an understanding of the UE trajectory.   
[bookmark: _Toc126681489][bookmark: _Toc126839882][bookmark: _Toc126842683][bookmark: _Toc126852747][bookmark: _Toc127196219][bookmark: _Toc127445279][image: C:\Users\erydhen\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.MSO\DA71A47D.tmp]
Figure 3 Example of UE reports a polynomial of the RSRP measurements over 30 CSI-RS/SSB time instances.
The SI evaluations mainly investigate models that uses UE beam measurements as input. However, with the increased capabilities in advanced todays UEs, external sensors could be used to detect presence of static or dynamic blockers (objects or humans). This assistance information could be used at the NW-side AI/ML inference stage, for example NW configures more beam measurements due to the uncertainty caused by the blocker.  
[bookmark: _Toc135042908]For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following additional aspects (including the necessity) to facilitate AI model inference:
· [bookmark: _Toc135042909]For BM-case 2. Report of compressed value(s) based on temporal sequence of L1-RSRP (e.g. temporal variance or polynomial approximation of L1-RSRP/L1-SINR measurements for beams)
· [bookmark: _Toc135042910]UEs to report the L1-RSRP measurement inaccuracy.

UE-sided model inference
	RAN1#112
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered




Confidence/uncertainty of prediction
Uncertainty is a key notion in AI/ML and uncertainty quantification is a key element for trustworthy and explainable AI/ML. Accuracy quantifies how close a prediction is to the true value and can only be measured once the true value is known. It is often determined as average for many predictions and used to evaluate and compare the predictive power of AI/ML algorithms. Uncertainty, on the other hand, assesses how much a prediction may differ from the true value and can be estimated along with the prediction. There are two inherently different sources of uncertainty, often referred to as aleatoric and epistemic uncertainty.
Epistemic uncertainty describes what the model does not know because training data was not appropriate. It is due to limited data and knowledge. Given enough training samples, epistemic uncertainty will decrease. Epistemic uncertainty can arise in areas where there are fewer samples for training. 
Aleatoric uncertainty is the uncertainty arising from the natural stochasticity of observations. It cannot be reduced even when more data is provided. Aleatoric uncertainty can further be categorized into homoscedastic uncertainty, uncertainty which stays constant for different inputs, and heteroscedastic uncertainty. Heteroscedastic uncertainty depends on the inputs to the model, with some inputs potentially having more noisy outputs than others.[bookmark: _Ref131410705]Figure 4 Toy example of a one-dimensional model input x, indicating how capabilities in estimating the uncertainty for a given sample depends on the selected ML model

[bookmark: _Ref74903855]When training an ML model, the selected algorithm will affect the level of uncertainty that can be estimated. In general, a more complex model (e.g. Gaussian process) can estimate the uncertainty more accurately than a simpler model. For example, Figure 4 illustrates the 95% prediction intervals for two models obtained by different algorithms. The first model is derived from a Gaussian process, which can learn the heteroscedastic noise process comprised in the training data. Thus, the size of the prediction interval for this model depends on the input to the model.  Figure 4 shows that the Gaussian process estimates a higher (epistemic) uncertainty for , due to the lack of training samples, and a higher (aleatoric) uncertainty for , due to the higher noise level. By contrast, the second model is obtained by linear regression with polynomial features, which is a much simpler method. In this case, the size of the prediction interval is constant for all inputs, so it does not depend on the input. Therefore, the uncertainty estimation is much less accurate, since it cannot capture the heteroscedastic noise process in a meaningful way.
Some models might be capable to report a per-input uncertainty, for example model 1 in Figure 4. Another method to estimate a per-input uncertainty is outlined in our evaluation paper [3], where a k-nearest neighbor method is used to mainly estimate the epistemic uncertainty. Further it is shown how such per-input uncertainty can be used to optimize the number of Top-K beams to transmit. Note that other models/methods might only support reporting a constant confidence value (model 2 in Figure 4) for all input samples, which is estimated from the training step. Such models/methods could include the uncertainty in the UE capability report. 
[bookmark: _Toc135042933]Depending on the AI/ML model, confidence can be estimated:
a. [bookmark: _Toc135042934]During inference, confidence is dependent on the input. 
b. [bookmark: _Toc135042935]During training, confidence is constant for all inputs during inference.

[bookmark: _Toc135042911]For the input-dependent confidence reporting during UE-sided AI/ML inference, study feasibility and specification impact for the following alternatives:
1. [bookmark: _Toc135042912]Probability/likeliness of strongest beam for each Top-K beam
1. [bookmark: _Toc135042913]Confidence interval (e.g. 95th percentile) for L1-RSRP prediction for a predicted beam

[bookmark: _Toc135042914]For UE-sided AI/ML models supporting constant confidence value for all model inputs, study the feasibility and specification impact for UE reporting the confidence value from its model training as part of the functionality identification
Enhanced CSI resource/report configuration
When performing a beam switch for a UE, in the current NR specification, an indication of a new QCL relation needs to be signalled from the NW to the UE. The new QCL relation becomes active after a fixed offset time, where the offset time depends on the method and the condition. A fixed offset might lead to signaling congestion, especially when many UEs need to switch beam at the same time. For BM case-2, a flexible TCI switch time offset (compared to fixed timing rules in current spec) indicating the prediction of beam switch to the UE by utilizing AI based BM algorithm. Another aspect is to report an indication of several consecutive TCI is possible. If the predicted best beams are not measured/reported by the UE, the CSI-RS resources associated to the best beams can have unknown TCI states. How to support beam indication for a UE to switch to a predicted beam with unknown TCI state needs to be studied.
[bookmark: _Toc135042915]For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements
1. [bookmark: _Toc135042916]Enhanced CSI resource/report configuration, e.g. how to adapt the TCI switch time offsets or configure several TCIs in one configuration.
1. [bookmark: _Toc135042917]Beam indication for a UE to switch to a predicted beam with unknown TCI state.
NW assistance information 
	Proposal 6.3: In order to facilitate AI/ML operations for BM-Case1 and BM-Case2 with UE-side AI model, study the necessity and the potential specification (if needed) of the following aspect on data collection for training, inference and/or monitoring
· Explicit or implicit indication information from NW to UE or from UE to NW to ensure the common understanding between NW and UE on the applicable scenarios/configurations



It is expected that AI/ML based beam predictions should be designed using a data driven approach, that is, rather than asking for very detailed beam shape information, an AI/ML model for downlink beam prediction should use the collected radio measurement data from different gNB TX/RX beams.  
One potential issue with a data-driven approach to learning the gNB TX/RX beam correlations/properties is that different sites/cells may have different antenna/beam configurations. Moreover, even within the same cell, there can be scenarios where antenna/beam configurations are semi-dynamically adjusted to better fit to the current traffic load situations. To enable a trained AI/ML model at the UE-side to generalize to many different scenarios and/or antenna/beam configurations, a NW antenna/beam configuration ID can be used for the AI/ML model design. For example, a NW antenna/beam configuration ID can represent a specific NW antenna/beam configuration for training data collection. Such configuration ID can be used to provide UE with a consistency in NW behaviour that are valid for a longer period (days/weeks/months), than the consistency assumed for existing CSI-RS IDs for example.
[bookmark: _Toc135042918][bookmark: _Toc118721925]In order to facilitate AI/ML operations for BM-Case1 and BM-Case2 with UE-side AI model, study the necessity and the potential specification (if needed) of the following aspect on data collection for training, inference and/or monitoring:
· [bookmark: _Toc135042919]Scenario identification from NW to UE (e.g. antenna/beam configuration IDs)
New or enhanced mechanism(s) to facilitate AI/ML model monitoring
In this section, we provide an initial discussion and examples of the agreed discussion points related to AI/ML model monitoring. 
Performance metric(s) of model monitoring for AI-BM use cases
In the RAN1 #110bits meeting, the following agreements were made on model monitoring in the “general aspects of AI/ML framework” agenda item for AI PHY: 
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
[bookmark: _Hlk126703773]Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



In the RAN1 #112 meeting, the following agreement was made on the performance metric(s) of AI/ML model monitoring in the “Other aspects on AI/ML for beam management” agenda item:
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered



For the beam management use cases, the performance metric(s) for AI/ML model monitoring can be categorized into three types, i.e., inference accuracy based, system/link performance metrics based, and data distribution based. In Table 1, we provide examples and compare these different performance metrics-based model monitoring methods.
[bookmark: _Ref131077270]Table 1 Summary of different performance metrics-based methods for AI/ML BM model monitoring
	Performance metric
	Examples
	Required data samples for to derive the performance metric
	Benefits
	Challenges

	


Inference Accuracy
(Intermediate KPIs)
(Alt.1, Alt. 4) 

	Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy

	The measured L1-RSRP values of the predicted top-K/1 beam(s) + the ground truth (i.e., the measured RSRP value of the best beam in set A)
	Metric reflects the model performance very well
Expected to provide reliable model failure detection

	Signalling overhead for collecting ground truth data at UE/NW (RS transmission and/or UE reporting)
Frequent monitoring degrades the usability of the model.
May not reflect the system performance very well (e.g., a higher prediction accuracy does not necessarily mean a better system KPI)

	
	The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
	The predicted L1-RSRP values of the predicted top-K/1 beam(s) + the ground truth (i.e., the measured L1-RSRP values of these beams)
	
	

	
System/Link performance metric(s)
(Alt.2) 


	Throughput 



	Throughput values using AI/ML model. Reference throughput values for a non-AI/ML solution.
	Metric reflects the system performance 
Low complexity and signalling overhead 

	Challenging to identify that the degradation is due to an inaccurate model (inaccurate model monitoring) 


	
	Number of beam failures or/and beam switches within a time window
	Number of beam failure instances, number of triggered beam failure recovery procedures, number of beam switches
	
	

	
	BLER for a hypothetical PDCCH transmission
	SSB/CSI-RS beam(s) measurements (used for calculated the BLER of a hypothetical PDCCH transmission at the PHY layer of UE, measurements can be performed on serving beams or configured/dedicated beams); a target BLER (configured by e.g., the network) + hypothetical PDCCH configuration (configured by e.g., the network, or defined in spec)
	
	

	
Data distribution
(Alt.3)
	Input/output data distribution of AI/ML

	The input data can be the measured RSRP values for Set B, and the output data can be the AI/ML model output.


	No additional signalling overhead for obtaining input/output data
Shorter latency for obtaining data samples for model monitoring
Frequent monitoring possible
	May not reflect model performance as well as Alt.1
May not reflect system performance as well as Alt. 2
To achieve reliable model failure detection, many samples may be required to calculate statistical metrics. This may lead to
· Potential high complexity (computation and memory cost)
· Potential long monitoring window, hence, increased latency from model failure occurs to detecting the failure 




Monitoring of NW-sided models
The following agreements are made regarding monitoring of NW-side models for beam management use cases:
	RAN1 #110 bits
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

RAN1 #111
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered





For NW-sided AI/ML models, it has been agreed that the model performance monitoring is performed at the NW side. Based on the monitoring results, the NW node decides whether to take model LCM actions, e.g., fallback to a default feature/model, deactivate this model, switching to another reporting configuration, etc.

The network can monitor system/link level performance (e.g., throughput, number of beam failures, number of beam switches) of the users whose transmissions/receptions are scheduled/configured based on the NW-sided beam prediction model output. By comparing the system/link level performance statistics to a target system KPI(s), the NW can detect or predict potential system/link performance degradation, thereby, triggering model LCM actions like model fallback and perform error cause analysis if needed. The NW can also detect or predict potential model failure by comparing the system/link level performance statistics of users scheduled using the AI/ML model with the performance statistics of users scheduled using the legacy non-AL/ML scheme. System/link level performance metrics based model monitoring method has low complexity and it does not require additional signalling overhead for monitoring data collection. This approach can be considered as the first step of model monitoring, which can be sufficient for MBB services that do not have stringent latency and reliability requirements.  
[bookmark: _Toc135042936]System/link level performance metrics based model monitoring method has low complexity and low signalling overhead. It can be sufficient for the NW to monitoring the AI-feature performance of users with MBB services if fall back operations are supported.
 
When detecting/predicting a potential system/link performance degradation, the NW can perform further error cause analysis by e.g., request UE to include other measurements or transmit reference signals so that the NW can use these measurements/signals to estimate the UE’s radio link condition and determine if the error was introduced due to bad wireless link qualities. The network can also trigger inference-accuracy-based model monitoring to check if the NW-sided model is functioning properly, or trigger data distribution based model monitoring to check if there is data drift.
[bookmark: _Toc135042937]Monitoring of NW-sided models can be done in a step-wise approach by considering different performance metric(s) and associated performance monitoring related KPIs (e.g., latency, complexity, signaling overhead, etc.).

Inference-accuracy-based model monitoring methods require the NW to collect ground truth (i.e., the best beam in set A) so that the NW can calculate the beam prediction accuracy or/and the RSRP difference by comparing predicted values with the corresponding measurement values. Hence, standard should support UE reporting beam measurements for Inference-accuracy-based model monitoring at the NW side. 

For example, for spatial beam prediction use cases, the data collection for model monitoring should support the UE to report measurements for Set A and Set B of beams. For temporal beam prediction use cases, the data collection for model monitoring should support the UE to report measurements for Set A and Set B of beams for multiple time instances, including both the time instances in the observation window (T1) but also the time instances in the prediction window (T2). 

To collect sufficient monitoring data for obtaining the inference accuracy metric statistics for model monitoring, the data collection framework discussed in Section 3.1 for model training can be reused here for the purpose of model monitoring. A time window for monitoring data collection needs to be configured, and the length of the time window depends on how many monitoring data samples are needed to enable a reliable model monitoring result. To reduce the monitoring data collection overhead, it is expected that the inference-accuracy based model monitoring should be performed either periodically with a large periodicity, or it can be event triggered, e.g., when predicting/detecting a potential system performance drop. Both L1 fast CSI reporting based and L3 RRC reporting based monitoring data collection methods can be considered. 

Model input/output data distribution-based monitoring method is another method that NW can use to monitor its beam prediction models. As shown in our evaluation paper [3], data-distribution-based method can be used to detect the appearance of UEs with propagation conditions not seen during model training (data drift detection), and an alarm can be sound when the fraction of such UEs increases too much. The NW should collect monitoring data samples (model input/output data) from multiple users to obtain sufficient monitoring data statistics. The conditions and the measurable KPIs to represent input/out data distribution for sounding a model failure alarm should be carefully designed by taking different factors like user distribution, number of active users in the network, computation complexity and memory cost into account, to achieve a good trade-off between model failure detection reliability/accuracy (low false alarm rate and missed detection rate) and latency. The design of input/output data distribution-based model monitoring method for the NW to monitor its model is up to network implementation.
[bookmark: _Toc135042938]Model input/output data distribution-based monitoring methods should be based on data statistics of sufficient input/output data samples collected from the system.

Monitoring of UE-sided models

	RAN1 #110 bits
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

RAN1 #112
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded




For UE-sided AI/ML model for the beam prediction use cases, it is the responsibility of the UE that the model is working correctly. Hence, model performance monitoring is expected to be mainly done at the UE-side. A UE can monitor its data distribution and system/link level performance (e.g., BLER of a hypothetical PDCCH transmission, number of beam failures, number of beam switches) of its own beam prediction feature without any request from the NW. By comparing the system/link level performance statistics to a target system KPI(s), the UE can detect or predict potential system/link performance degradation, thereby, triggering model LCM actions. Model LCM actions such as model switching should be transparent to the NW, however, LCM actions that implies a switch of the UE functionality via NW re-configurations should be studied.
[bookmark: _Toc135042920]Study mechanisms to support a UE operating an AI/ML based beam prediction model to request a (re)configuration based on its performance monitoring.
The UE may report the inference-accuracy performance metrics used for functionality-based LCM at NW, potential inference-accuracy related model monitoring performance metrics to be reported by the UE could comprise of a per-sample (e.g. L1-RSRP error or beam accuracy), or an aggregated statistical error over a certain monitoring window to reduce the reporting overhead. For example, performance metric could comprise of the 5th,10th, …, 90th percentile of the L1-RSRP prediction error. Note that sufficient monitoring data samples need to be collected at the UE to enable a reliable model failure detection result (false alarm rate, missed detection).
[bookmark: _Toc131410693][bookmark: _Toc135042921]Study mechanisms to support a UE operating an AI/ML based beam prediction model to report the inference-accuracy performance metrics.
Inference-accuracy based model monitoring
In RAN1 #112 bits meeting, the following agreement was made on the performance metric(s) of AI/ML model monitoring in the “Other aspects on AI/ML for beam management” agenda item:

	Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
·        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
·        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
·        FFS:
o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
·        Other alternative is not precluded. 



Based on our understanding, the agreement is related to inference-accuracy-based performance metric for model monitoring. 
For AI models, which provide top-K beam IDs as the model output, for obtaining a single monitoring data sample, a UE should be configured to measure/report a set of beams which consist of both set A and set B beams. 
· For UE-sided models, the set B beam measurements are used as the model input to generate the model output, i.e., top-K predicted beams, while the set A beam measurements are used for obtaining the ground truth labels. Different ground-truth labels may be needed depending on how the inference accuracy metric(s) is/are defined for model performance monitoring. 
· If the beam prediction accuracy metric(s) used for model monitoring is defined as Top-1 (%), Top-K/1 (%) or/and Top-1/K (%), then, a single monitoring data sample {predicted top-K beams, actual top-K beams} can be obtained and used for deriving the metric(s). In this case, the Alt.1 in the agreement can be used to support model monitoring.
· If the beam prediction accuracy is defined as the percentage of the top-K predicted beam whose ideal L1-RSRP is with X-dB margin for actual Top-1 beam, then, the UE should obtain the actual L1-RSRP values of the predicted top-K beams and the actual L1-RSRP of the actual top-1 beam from its Set A beam measurements. In this case, a single monitoring data sample can be defined as {predicted top-K beams, the actual L1-RSRP values of the predicted top-K beams, the actual L1-RSRP of the actual top-1 beam}. Therefore, the Alt.1 is not sufficient to support model monitoring, and even the combination of Alt.1 and Alt.4 is not sufficient.
· For NW-sided models, the UE reports the set B beam measurements to the NW, and the NW uses the set B beam measurements as its model input to generate the model output, i.e., top-K predicted beams. In addition, the UE reports at least the ground truth labels that are needed for calculating the inference accuracy metric(s) to the NW. 
· If the beam prediction accuracy metric(s) used for model monitoring is defined as Top-1 (%), Top-K/1 (%) or/and Top-1/K (%), then, the UE should at least report the set B beam measurements and the actual top-K beams from Set A to the NW. In this case, the Alt.1 can be used to support model monitoring.
· If the beam prediction accuracy is defined as the percentage of the top-K predicted beam whose ideal L1-RSRP is with X-dB margin for actual Top-1 beam, then, the UE should at least report the set B beam measurements, the actual L1-RSRP values of the predicted top-K beams and the actual L1-RSRP of the actual top-1 beam to the NW. Therefore, none of the above alternatives or combination of them is sufficient for model monitoring.
· As the payload size of UE reporting is not a concern for BM use cases, it is preferred that the UE is configured to report all measurements of set A and set B beams to the UE, thereby, providing the greatest flexibility for the NW-side to select the inference-accuracy metric(s) to use for its model performance monitoring. For this, the data collection method discussion in section 3.1.3 for training data collection can be reused for monitoring data collection.

For AI models, which provide predicted L1-RSRP value(s) of top-1/K predicted beam as the model output, for obtaining a single monitoring data sample, a UE should be configured to at least measure/report the L1-RSRP of the same beam(s). Note that if a UE is configured to measure/report a set of beams consisting of both set A and set B beams as discussed for the case where AI models predict top-1/K beams only, then, the collected data can also be used for monitoring the models that predict L1-RSRP values, i.e., the same framework/configuration can be reused for multiple models.
To achieve reliable model monitoring results, sufficient monitoring data samples should be collected/reported and used for making a model failure detection decision at the UE or NW side. In general, assuming a model claims to provide a beam accuracy of 99%, one would need to collect hundreds of measurements to ensure statistical significance that the model is not working properly. 
Hence, 
· For monitoring a UE-sided model at the UE-side using inference accuracy-based performance metrics, to acquire sufficient monitoring data samples, a UE needs to be configured to measure multiple sets of beams within a certain time window, where each beam set consists of both set A and set B beams. This implies large DL-RS transmission overhead and longer latency, especially if there are many UEs in the network that require model monitoring.
· For monitoring a NW-sided model at the NW side using inference accuracy-based performance metrics, to acquire sufficient monitoring data samples, the NW can instead distribute the monitoring data collection over multiple users, by configuring each UE to measure a single or a few numbers of sets of beams and report the measurement results to the NW. Thus, the DL-RS signalling overhead and the UE reporting overhead are of less concern for the NW-side monitoring a NW-sided model.

[bookmark: _Toc135042939]Using inference-accuracy based model monitoring for the UE-side to monitor UE-sided models can result in large RS signalling overhead and high latency.
[bookmark: _Toc135042922]For BM-Case1 and BM-Case2, regarding performance monitoring, additionally study the number of samples needed to detect an outdated model for alternative 1 and 4.   
Conditions for functionality-based LCM
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.




As stated in the agreement above, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. The conditions need to be outlined in each use case including beam management. There is also an understanding that these conditions would be general, and UE may not be able to use a functionality due to some scenario specific condition not included in the UE capability report. It is hence important to outline which parts that should be included in the conditions in the UE capability report. Those conditions should not be changing frequently since UE capabilities are seldomly performed. The conditions not specified in the UE capability report could for example comprise of that UE has not trained a model for a specific TX-beam IDs in set A/set B. Examples for both examples are provided below, note that it would be up to RAN2 on how to define the signalling for each alternative.

	Conditions in UE capability (static)
	Conditions outside of UE capability (dynamic)

	· Frequency-layers
· Set A/B dimension, e.g [4,8,16,32,64]
· T1/T2 assumptions for case-2
	· Supported TX beam IDs
· Supported cell IDs
· UE mobility
· UE location
· UE battery level
· ….


Table 2 Examples of conditions for UE capability
[bookmark: _Toc135042923]Study conditions for UE-sided AI/ML beam prediction functionality that can be part of UE capability, and outside of UE capability 

RAN2 aspects
Given the discussion section 3, we have the following proposals to progress the work in RAN2.
[bookmark: _Toc135042924]RAN2 can assume on collection periodicity/frequency of days for initial training of BM prediction models. The corresponding collection periodicity/frequency for monitoring of such models is FFS.

[bookmark: _Toc135042925]RAN2 can assume a non-real time latency requirement for collecting training data for training BM prediction models. The corresponding latency for monitoring of such models is FFS. 

[bookmark: _Toc135042926]The data sample size for collection for spatial beam prediction is initially estimated to be less than 1 kbit (supporting >100 beam RSRP values) which is a ballpark value RAN2 can use in their further studies.

[bookmark: _Toc126681499][bookmark: _Toc126839891][bookmark: _Toc126842692][bookmark: _Toc126852756][bookmark: _Toc127196228][bookmark: _Toc127445288][bookmark: _Toc126839892][bookmark: _Toc126842693][bookmark: _Toc126852757][bookmark: _Toc127196229][bookmark: _Toc127445289]Conclusions

In the previous sections we made the following observations: 
Observation 1	It is necessary to study the training data collection mechanism for NW-side AI/ML model for the completeness of the AI/ML beam prediction use case
Observation 2	An RRC-message based approach is best suitable for training data collection for NW-sided beam prediction
Observation 3	The standardized data collection mechanism should enable UE logging and reporting of collected data to the NW
Observation 4	For training data collection for NW-sided beam prediction, a measurement occasion configuration needs to be designed to configure/indicate one or multiple sets of SSB/CSI-RS resources for L1-RSRP measurements, where a single set of SSB/CSI-RS resources is associated to a union of the Set A and Set B of beams, as examples shown in Figure 2 and Figure 3.
Observation 5	Training data collection is seldom performed, and the payload size per UE report for the beam management use cases is not expected to be too large (e.g., around 771 bits for L1-RSRP measurements of 192 CSI-RS beams).
Observation 6	For NW-sided AI/ML model, RAN4 could study the possibility for tightening requirements on the L1-RSRP measurement accuracies for beam prediction use cases
Observation 7	Depending on the AI/ML model, confidence can be estimated:
a.	During inference, confidence is dependent on the input.
b.	During training, confidence is constant for all inputs during inference.
Observation 8	System/link level performance metrics based model monitoring method has low complexity and low signalling overhead. It can be sufficient for the NW to monitoring the AI-feature performance of users with MBB services if fall back operations are supported.
Observation 9	Monitoring of NW-sided models can be done in a step-wise approach by considering different performance metric(s) and associated performance monitoring related KPIs (e.g., latency, complexity, signaling overhead, etc.).
Observation 10	Model input/output data distribution-based monitoring methods should be based on data statistics of sufficient input/output data samples collected from the system.
Observation 11	Using inference-accuracy based model monitoring for the UE-side to monitor UE-sided models can result in large RS signalling overhead and high latency.
Based on the discussion in the previous sections we propose the following:
Proposal 1	For DL beam pair prediction of BM-Case1 and BM-Case2 with a network-side AI/ML model, study the feasibility from the following aspects as a starting point
o	How to generalize to different UE Rx beam shapes/directions
o	How to generalize to different UE orientation/location
o	Overhead in reporting TX/RX beam pairs in set B and potential assistance information
	Note 1: Potential assistance information to achieve generalization should not disclose proprietary/privacy information.
	Note 2: Companies are encouraged to provide evaluation results for the agenda item 9.2.3.1 addressing above aspects
Proposal 2	Conclude that the specification impact for DL beam pair prediction at UE sided model inference is same as for TX DL beam prediction
Proposal 3	Regarding the training data collection mechanism for NW-side AI/ML model trained at NW side, study the following options as a starting point for the contents of collected data.
	Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 is equal to the size of the beam set.
	Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 is equal to the size of the beam set, and the associated between L1-RSRPs and beam IDs are predefined.
Proposal 4	Regarding the training data collection mechanism for NW-side AI/ML model trained at NW side, study aspects on data quality and reporting overhead reduction, with the following as a starting point.
	UE L1-RSRP measurement improvements (e.g. via RAN4 requirements, or denser CSI-RS configurations)
	UE filtered report of set B beams (e.g. only report beams that are within x dB of the strongest)
	UE data sample filtering (e.g. avoid report of duplicated/similar samples)
	UE report of compressed value(s) based on temporal sequence of L1-RSRP (e.g. temporal variance or polynomial approximation of L1-RSRP/L1-SINR measurements for beams)
Proposal 5	Study mechanisms for NW indication of beam/configuration IDs for UE-sided AI/ML models
Proposal 6	The UE can initiate data collection based on the received configuration/beam ID
Proposal 7	For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following additional aspects (including the necessity) to facilitate AI model inference:
	For BM-case 2. Report of compressed value(s) based on temporal sequence of L1-RSRP (e.g. temporal variance or polynomial approximation of L1-RSRP/L1-SINR measurements for beams)
	UEs to report the L1-RSRP measurement inaccuracy.
Proposal 8	For the input-dependent confidence reporting during UE-sided AI/ML inference, study feasibility and specification impact for the following alternatives:
a.	Probability/likeliness of strongest beam for each Top-K beam
b.	Confidence interval (e.g. 95th percentile) for L1-RSRP prediction for a predicted beam
Proposal 9	For UE-sided AI/ML models supporting constant confidence value for all model inputs, study the feasibility and specification impact for UE reporting the confidence value from its model training as part of the functionality identification
Proposal 10	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements
a.	Enhanced CSI resource/report configuration, e.g. how to adapt the TCI switch time offsets or configure several TCIs in one configuration.
b.	Beam indication for a UE to switch to a predicted beam with unknown TCI state.
Proposal 11	In order to facilitate AI/ML operations for BM-Case1 and BM-Case2 with UE-side AI model, study the necessity and the potential specification (if needed) of the following aspect on data collection for training, inference and/or monitoring:
	Scenario identification from NW to UE (e.g. antenna/beam configuration IDs)
Proposal 12	Study mechanisms to support a UE operating an AI/ML based beam prediction model to request a (re)configuration based on its performance monitoring.
Proposal 13	Study mechanisms to support a UE operating an AI/ML based beam prediction model to report the inference-accuracy performance metrics.
Proposal 14	For BM-Case1 and BM-Case2, regarding performance monitoring, additionally study the number of samples needed to detect an outdated model for alternative 1 and 4.
Proposal 15	Study conditions for UE-sided AI/ML beam prediction functionality that can be part of UE capability, and outside of UE capability
Proposal 16	RAN2 can assume on collection periodicity/frequency of days for initial training of BM prediction models. The corresponding collection periodicity/frequency for monitoring of such generalized models is FFS.
Proposal 17	RAN2 can assume a non-real time latency requirement for collecting training data for training BM prediction models. The corresponding latency for monitoring of such models is FFS.
Proposal 18	The data size for collection for spatial beam prediction is initially estimated to be less than 1 kbit (supporting >100 beam RSRP values) which is a ballpark value RAN2 can use in their further studies.
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