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1 Introduction
During RAN1#112bis-e meeting, an issue of ground truth label generation for AI/ML based positioning was discussed. In this contribution, we further discuss on this issue and provide some perspectives.
2 Discussion
2.1 Data generation and collection
In RAN1#112, there are two agreements of training data collection for AI/ML based positioning [1]:
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study



	Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data



For the FFS part of the first agreement, i.e., UE/network entity generating ground truth label based on positioning methods, many companies had provided further inputs. For example, some company [2] proposed that PRU/UE/TRP could be used to generate the ground truth label under certain condition, and some company [3] proposed to consider the quality of ground truth label generation based on the measurement reports from TRPs for LMF/NW with known UE/PRU case and to consider a normal UE an entity used to obtain ground truth label based on the AI/ML based PRU prediction. Motivated by this fact, the moderator in [4] made the following proposal:
	Proposal 1-1-1a
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified (in addition to entities from previous agreement)
· UE generates ground truth label when label quality satisfies the requirement
· based on non-NR and/or NR RAT-dependent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· FFS potential specification impact, e.g., the required label quality, necessary assistance signaling to UE
· Note: user data privacy needs to be preserved
· Network entity generates ground truth label when label quality satisfies the requirement 
· based on positioning methods
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· FFS potential specification impact, e.g., the required label quality




This proposal was supported by most companies [4]. Some company believed that reliability of the AI/ML positioning will benefit from more information, and some company thought that even noisy ground truth can still be helpful for weakly supervised and semi-supervised approaches. However, there are still a few companies against this proposal. Some company even think that if this proposal works, then non-AI/ML positioning method is able to provide ground truth which AI/ML attempts to match.
In fact, the effect for the relation between the positioning error and the ground truth label error have been described as the following observation during RAN1#112bis-e:
	Observation
For direct AI/ML positioning, for L in the range of 0.25m to 5m, the positioning error increases approximately in proportion to L, where L (in meters) is the standard deviation of truncated Gaussian Distribution of the ground truth label error.  



[bookmark: _GoBack]This shows that within a tolerant error range (e.g., L<1m), noisy ground truth label could be helpful for positioning accuracy. Notice that it’s possible that noisy ground truth label helps overall performance, since the training with perfect label may cause overfitting problem. Therefore, it should not be precluded for the possibility that UE/network entity generating ground truth label for positioning enhancement, especially when the generated (noisy) ground truth label is reliable. Once the quality indicator of ground truth label is obtained, the potential specification impact that UE/network entity generating ground truth label should be studied.
Proposal 1: Regarding ground truth label generation for AI/ML based positioning, when the quality indicator of ground truth label is obtained, study the potential specification impact that UE/network entity generating ground truth label.

2.2 Quality of ground truth label
During RAN1#112bis-e RAN1#112, the potential specification impact on ground truth label and its quality indicator are identified in the following working assumption:
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective



As discussed in 2.1, during RAN1#112bis-e it had been observed that the positioning error increases proportional to the standard deviation of ground truth label error for direct AI/ML positioning. Based on the observation, the range of standard deviation of the ground truth label could be an indicator of the quality of ground truth label.
Proposal 2: Regarding ground truth label generation for AI/ML based positioning, the quality of ground truth label may be indicated by the range of standard deviation of the ground truth label.
3 Conclusion
Based on the discussion in the previous section, we provide the following proposals:
Proposal 1: Regarding ground truth label generation for AI/ML based positioning, when the quality indicator of ground truth label is obtained, study the potential specification impact that UE/network entity generating ground truth label.
Proposal 2: Regarding ground truth label generation for AI/ML based positioning, the quality of ground truth label may be indicated by the range of standard deviation of the ground truth label.
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