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Discussion
CSI Compression  
Functionality identification
In RAN1 #112-bis-e, conditions (referred to as conditions in UE capability report) and additional conditions (referred to as conditions that do not fit to UE capability report) were further discussed in the context of both functionality and model identification. In particular, RAN1 agreed to the following, 
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



As mentioned in the above agreement, for UE-sided models and UE-part of two-sided models, RAN1 shall first identify the conditions for supported functionality/functionalities of a given sub-use case (ML-enabled feature). In functionality identification and functionality-based LCM, knowing the UE conditions (including parameters/configurations) is required at the network as the first step before any other, as this shall reveal the background conditions when using ML models for supporting a given ML-enabled feature. 
Proposal 1: For the two-sided CSI feedback compression sub-use case, RAN1 shall define conditions for functionalities to enable functionality-based LCM. 
We expect the CSI feedback compression sub-use case to consider the following set of applicable conditions:
1. CSI-RS measurement conditions
- Defines the maximum number of CSI-RS ports/resources that can be simultaneously active per band or per band combination. “Simultaneous” for CSI-RS means, in any slot, the number of active CSI-RS resources/ports
a) Maximum number of simultaneously active CSI-RS ports/resources
e.g.:
· maxNumberSimultaneousNZP-CSI-RS-PerCC / totalNumberPortsSimultaneousNZP-CSI-RS-PerCC per band [MIMO-ParametersPerBand]
· maxNumberSimultaneousNZP-CSI-RS-ActBWP-AllCC / totalNumberPortsSimultaneousNZP-CSI-RS-ActBWP-AllCC] per band combination [CA-ParametersNR]

b) Maximum number of simultaneously active CSI-RS ports/resources for each AI/ML-based CSI type
- Defines a list of triplets (max # ports per resource, max # resources, total # ports) indicating the number of ports/resources that can be simultaneously active for a specific type of CSI report
e.g.:
· supportedCSI-RS-ResourceList per band [codebookParametersPerBand]
· supportedCSI-RS-ResourceList per band combination [codebookParametersPerBC]
· supportedCSI-RS-ResourceList for concurrent CSI reports of different codebook types per band [codebookComboParametersPerBand]
· supportedCSI-RS-ResourceList for concurrent CSI reports of different codebook types per band combination [codebookComboParametersPerBC]

 
2. CSI-RS and CSI reports configuration conditions
- Defines the maximum number of CSI-RS/IM ports/resources and CSI Report Settings that can be configured per BWP (regardless of whether they are active)
a) Maximum number of configured CSI-RS/IM ports/resources (e.g., in CSI-RS-IM-ReceptionForFeedback)
b) Maximum number of configured CSI Report Settings (e.g., in csi-ReportFramework)

3. CSI calculation conditions (i.e., number of occupied CPUs)
- Defines the maximum number of CPUs that can be simultaneously occupied by all CSI or beam reports in any given symbol
e.g.:
· simultaneousCSI-ReportsPerCC per band [MIMO-ParametersPerBand]
· simultaneousCSI-ReportsAllCC per band combination [CA-ParametersNR]

4. Output CSI conditions
- Defines the supported definitions/conditions on the output CSI

5. Compression ratio conditions (e.g., CR4, CR8, …)
- Defines the supported compression ratios of the compressed CSI codebook supported by the UE.

6. Quantizer conditions (e.g., SQ1, VQ1, …)
- Defines the supported quantization modes for compressed CSI codebook supported by the UE.

7. Pairing ID (e.g., model ID, Dataset ID(s))
- Indicates a pairing ID (interpretable by the NW) to match the UE side and NW side models. One pairing ID can be reported by a bit field defined in the spec (e.g., 3 or 4 bits) which allows NW to consider selecting a matching model on the NW side.

8. Conditions on supporting ML functionalities
a. Max number of supported functionalities (1, 2, 4, 8, …)
- Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE 
b. Delay in activating a functionality (2 ms, 4 ms, …)
- Indicates the delay required when activating or switching a functionality
c. Generalization condition of functionalities (yes, no)
- Indicates that the UE supports any functionality configured considering the parameter combinations of 1-4 and can be used towards the UE without any validation whether functionality is applicable or not.

Proposal 2: For the two-sided CSI feedback compression sub-use case, RAN1 to study the following conditions for functionalities,  
•	CSI-RS measurement conditions 
•	CSI-RS and CSI reports configuration conditions
•	CSI calculation conditions (i.e., number of occupied CPUs)
•	Output CSI conditions
•	Compression ratio conditions (e.g., CR4, CR8, …)
•	Quantizer conditions (e.g., SQ1, VQ1, …)
•	Pairing ID (e.g., model ID, dataset ID)
•	Generic conditions on supporting ML functionalities

RAN WG#1 #112 and #112-bis-e agreed that UE capability reporting serves as the first step for identifying functionalities, where the conditions shall be reported as UE feature group (FG) components in the legacy UE capability reporting framework. 
When considering the reporting of conditions via UE capability reporting, the listed components associated with the conditions are reported by the UE capability signaling with the candidate values defined by the specification for FG components. Some components may be defined as basic components and others may define as optional components. 
There may be other variants for reporting additional conditions. However, it is not yet fully clear what exactly these additional conditions are referring and further discussion is needed prior to defining the reporting framework. 
Proposal 3: For the two-sided CSI feedback compression sub-use case, identify the additional conditions prior to discussing any reporting framework for that. 

Similar to our contribution in AI 9.2.1, as agreed in RAN1 #112-bis-e meeting, the functionalities are configured by the NW and the functionality is known to the UE only after receiving the NW configuration. After NW configures functionalities, the UE may report feasible or applicable functionalities to use the two-sided model, where this applicability may be determined by the UE based on additional conditions that UE is conditioned with when using the two-sided model (e.g., to address additional conditions like scenario, site, or other aspects which are not feasible to define by the specs). 
Proposal 4: For the two-sided CSI feedback compression sub-use case, after NW configures functionalities to the UE, study a reporting framework to report applicable functionalities at the UE side. 

Quantization Alignment 
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
· For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
· For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.




We may align the quantization between UE and gNB using the following parameters:
1. Type of quantization: As the learnable scalar quantization needs to share a codebook, we suggest to consider the following options:
a. Uniform scalar quantization (USQ)
b. Vector quantization (VQ). Note that codebook-based scalar quantization is covered in this option with segment size of 1.
2. Segment size (S): The segmentation size (S) is an integer in range [1, E], where E denotes the the dimensionality of encoder output. The segment size needs to be a divisor of E. For scalar quantization, the segment size is equal to 1.
3. Quantization bits/Segment (B): The number of quantization levels in USQ or number of codewords in VQ is determined by the number of considered quantization bits per segment (B). 
Proposal 5: To make the quantization alignment easier, it is necessary to limit the quantization options. RAN1 may decide on some possibilities for encoder output size, segment size, and quantization bits per segment.

As a rule of thumb, the CSI reconstruction performance, mainly, depends on the payload feedback size. In other words, considering a fixed payload feedback size, the following two options provide similar performance: a) considering encoder output size E1 and quantization bits per segment B1; b) considering encoder output size of 2E1 and quantization bits per segment B1/2. Therefore, we propose to limit the possibilities for encoder output size to16X, X= 1, 2, 4, 8.
Proposal 6: We propose to limit the possibilities for encoder output size to 16X , X= 1, 2, 4, 8.  These options can provide a wide range of feedback payload sizes.

Quantization Alignment for USQ
The levels of quantization can be obtained if a) the range of input (out-of-range input is clipped), b) the number of quantization levels, c) the mid-rise or mid-tread quantization approach. As the range of input to quantizer can be easily adapted using normalization techniques, we propose to consider [-1, 1] as the range for USQ. Also, to prevent introducing any bias, we suggest considering mid-rise quantization technique for USQ. Results from different companies has shown saturation in considering more than 4 quantization bits per element, where the performance of USQ with 4 bits/element is very close to no-quantization scheme.
	Quantization bits
	Payload feedback size (Encoder output size 16X)

	1
	16X

	2
	32X

	3
	48X

	4
	64X
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Proposal 7: For uniform scalar quantization (USQ), RAN1 may consider a mid-rise quantizer with quantization range [-1, 1] and 2^B quantization levels. UE or gNB may allocate 1 to 4 bits for quantization of each element ({1, 2, 3, 4}).
Quantization Alignment for VQ
The considered quantization bits/segment determines the size of VQ codebook (2^B). As VQ codebook needs to be shared with the other network entity, sharing a very large VQ codebook may cause problems. Therefore, RAN1 should limit the possibilities for quantization bits/segment (B) according to the selected segment size.
	Segment size (# of elements)
	Quantization bits/segment
	Payload feedback size (Encoder output size 16X)

	1
	1
	16X

	
	2
	32X

	
	3
	48X

	
	4
	64X

	2
	2
	16X

	
	4
	32X

	
	6
	48X

	
	8
	64X

	4
	4
	16X

	
	6
	24X

	
	8
	32X

	
	10
	40X

	8
	6
	12X

	
	8
	16X

	
	10
	20X

	
	12
	24X
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Proposal 8: For vector quantization (VQ), RAN1 may limit the options for segment size (S) and possibilities for allocated quantization bits per segment (B).

The most straightforward choice for segmentation is to just group every S consecutive elements of the encoder outputs in a segment. The encoder outputs are compressed representations of input CSI, therefore the correlation between the encoder output elements is usually low. This property results in no significant performance gain by considering any other grouping approach than the consecutive segmentation choice.
Proposal 9: Consider consecutive grouping of every S elements of encoder outputs as the segmentation method. 
[image: ]
Figure 2‑1 Quantization types

Performance monitoring
[bookmark: _Hlk118347304]The measured channel data in real-world radio environments can be different from those in the training datasets. To ensure proper behaviour of the deployed models, performance monitoring is important and provides useful inputs for gNB to make decisions such as model activation/deactivation/updating/switching. The following agreement was reached in [1].
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching   

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.



Both NW- and UE-side performance monitoring need to be studied to help gNB make proper decisions. 
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 




In RAN1 #112 and #112-bis meeting, the following were further agreed.
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.

Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
Other aspects are not precluded.



In CSI compression using two-sided model use case, the SGCS is calculated based on the target (ground-truth) CSI and the NW-reconstructed CSI. If the SGCS is monitored at the UE side, the UE needs to know the NW-reconstructed CSI information. With Type 1 Joint training, the UE can calculate the SGCS since it knows the specific model used on the gNB side. With Type 2 Joint training, there’s no way for UE to do so since the knowledge about the decoder is unknown at UE. With Type 3 Separate training, if the UE-first approach is adopted, even though the UE still does not have the exact knowledge about the decoder, it could try to use the hypothetical decoder used in training as the proxy to derive the NW-reconstructed CSI. If SGCS is monitored at the Network side, it requires UE to send back the ground-truth CSI for calculating SGCS. Since it would introduce large overheads, the frequency of such reports needs to be considered, possibly jointly designed with the data collection process.
Another possible way to do performance monitoring is the model-based calculation of the distance between representations, where representation refers to the encoder output in general. The representation could be quantized or unquantized, and proper definitions of the distance and the corresponding metric threshold can be studied. Unlike comparing the measured channels and the training data sets which are only doable on the UE side, the calculation of the distance between representations is doable at both UE and gNB ends.
When it comes to UE-side monitoring, employing a two-sided model can affect how triggers are activated and how monitoring metrics are reported. To ensure the usefulness of such reports, the network needs to configure the UE side appropriately.
The UE can be configured to send periodic reports to enable the network to monitor the performance of the underlying system continuously. However, the reporting interval should not be too short due to the associated overheads.
Since there could be outlier downlink channel measurement samples, it might be necessary to perform some averaging over a period of time. One solution is to utilize triggering for semi-persistent reporting. The network can configure the UE to report KPIs such as SGCS semi-persistently, based on predefined events, such as performance degradation beyond a network-configured threshold. The reported KPIs can be transmitted via UCI or RRC reports.
To minimize overhead on the air interface, a one-shot (aperiodic) event can be configured for reporting. In case the UE detects a failure in the model, it can then trigger an event report to the network via RRC signaling.
We also believe that network-side monitoring is necessary due to the following reasons:
1. Some UE-side monitoring mechanisms may require proxy models, which can introduce additional inaccuracies in KPI measurement. In contrast, KPI calculation at the network side can be more precise, as the gNB has access to the output CSI and can receive the target CSI from the UE.
2. The network can obtain target CSI reports from multiple UEs. If the model degradation is due to changes in radio environments that affect these UEs, network-side monitoring can provide a more accurate estimate by utilizing the reports from multiple UEs.
3. The ground-truth target CSI can be directly used for other purposes, such as precoding.

Network-side monitoring requires the transmission of ground-truth target CSI, which can be conveyed in PUSCH. However, due to the overhead involved, such reports cannot be transmitted too frequently.
Proposal 10: For CSI compression, RAN1 shall study the potential specification impact for performance monitoring by considering 
· Methods of performance monitoring 
· Option 1 (Fully-NW-sided): Use existing CSI feedback scheme for monitoring performance.  
· This is mainly for functionality LCM
· Option 2 (NW-sided, UE-assisted): UE determines performance metrics and reports them based on NW-defined/configured measurement resources, monitoring parameters, and reporting framework. 
· This is mainly for functionality LCM
· Option 3 (UE-sided, NW-assisted): UE determines performance metrics (not report) based on UE-sided assumptions, and requires some assistance from the NW for monitoring  
· This is mainly for model LCM (transparent to the NW)
· Consider changes to the reporting framework for Option 1, Option 2
· For Option 1, strive to reuse the legacy CSI reporting framework. 
· For Option 2, study the enhancements of performance monitoring metrics and thresholds (if any), reporting quantities, reporting timelines, and other spec impacts 
· Consider changes to the measurement framework for Option 1, Option 2, and Option 3
· e.g., configure monitoring resources and periodicities
· Consider functionality LCM aspects related to the performance monitoring 


Data collection aspects

In RAN1 #112 meeting, the following was further agreed.
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection




In summary, data collection can serve several purposes, including:
· Performance monitoring.
· Model fine-tuning.
· Training models offline, which could be given lower priority as it can result in increased signaling and data transmission overhead.

By collecting data, the network can evaluate the performance of the model and identify areas for further improvement. Offline training can be conducted using the collected field data to develop new models or improve existing ones. Fine-tuning can also be performed to adjust the model's parameters and improve its accuracy, enabling it to adapt to different radio environments. 
The network bears the responsibility for ensuring optimal system performance. Therefore, the network should control the procedures for data collection and the use of the collected data. For instance, although it is possible to fine-tune the encoder on the UE side, to ensure that such a change is successful, the network needs to be informed of when a model change is necessary, authorize it, and take the required follow-up actions accordingly.
When reporting DL channels, the raw channel matrices may be too large for systems with big antenna arrays. In this case, it is necessary to pre-process the data to reduce its size. Pre-processing techniques such as channel matrix transformation, channel clipping, and channel sub-sampling can be used to condense the data without compromising its accuracy too much. By employing these techniques, the data can be made more manageable and easier to process, making data collection feasible for channel matrix reporting.
When it comes to accuracy in using collected data for performance monitoring, it is not always necessary to use high-precision data formats, especially in cases where a certain level of imprecision can be tolerated without a significant impact on the overall calculation of the monitored KPIs. One way to reduce the precision of data is to use low-precision floating-point formats, which can represent numbers with fewer bits than standard floating-point formats. Another approach to reducing precision is codebook-based quantization. While codebook-based quantization can result in some loss of fidelity, it can be an effective way to balance data accuracy with computational and storage efficiency, especially when the codebook-based feedback mechanism is already implemented on the UE side.
Assistance information such as time stamps and cell IDs can be beneficial because they help the network determine the most efficient way to utilize data. By analyzing this information, the network can make informed decisions on how to organize and use the collected data. For instance, time stamps can help the network determine the age of the data and prioritize its processing accordingly. 
Moreover, providing the network with knowledge about the characteristics of the data can also be helpful in training or updating the model. Understanding key factors such as channel delay spread and Doppler spread can aid in the selection of appropriate models and parameters to use. To reduce transmission overhead, it may be beneficial to preprocess the data on the UE side before transmitting it to the network. By doing so, the amount of data that needs to be transmitted can be minimized, improving the overall efficiency of the network. Additionally, including UE vendor-related information and data quality indicators in the data can be beneficial, allowing the network to effectively integrate the data into existing datasets. This can facilitate multi-vendor model training and improve the network's overall performance.
Proposal 11: In CSI compression using a two-sided model, consider the following for the data collection, 
· Data collection shall be mainly focused on performance monitoring or model fine-tuning, and considerations on the data collection for model training shall not be the main focus. 
· UE-sided data collection, 
· Existing CSI-RS configuration shall be used as the starting point for any form of data collection
· NW-sided data collection, 
· Enhancement of CSI reporting to enable higher accuracy reporting
· FFS: Assistance information reporting  


Other specification impacts
In RAN1 #112bis-e meeting, the following has been agreed.
	Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signalling framework. Further study potential specification enhancement on
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded.



The CSI feedback configuration could include: the number of feedback bits; quantization information; type of the associated decoder output (output CSI); indicator for possible post-processing.
In the current standards, RI, PMI and CQI could be jointly reported to gNB according to the given configuration(s), where CQI may need more resources for feedback in the case of sub-band reporting. For codebook-based solutions, UE determines the CQI for reporting based on the precoding matrix indicated by the PMI and also its associated receiver. For neural network-based solutions, CSI compression feedback is accomplished by using two-sided models, where an encoder is deployed on the UE side and decoder on the gNB side. If UE has complete knowledge about the decoder, approaches similar to legacy codebook-based solutions can still be considered for RI determination, and CQI can be calculated based on the decoder output inferred on the UE side. If UE does not have complete knowledge about the decoder, CQI could be calculated based on input to the encoder on the UE side, which, for example, can be eigenvector(s) or W2. In this case, there would be a mismatch between the calculated CQI and the real CQI, and the CQI reports could be optimistic. This is another source of SINR estimation error. Practically, OLLA can alleviate the problem by adjusting the SINR offset.
Additionally, since the reconstruction capability of the decoder model heavily depends on the underlying subject of compression, it is necessary to have well-defined model outputs, which can include antenna port configurations, sub-band configurations, the type of model output, and possibly others. As indicated in previous sub-sections, the type of model output can be the raw channels, the eigenvectors, or W2-like information. Potential post-processing can include linearly combining DFT vectors if the model output type is W2-like.
Regarding the exact CSI feedback sent from the UE to the network, it is expected that the format of the compressed information (output of the encoder) will be specified to a certain degree. There are several open issues to address there such as integrating ML-enabled CSI compression reports and legacy non-ML CSI reports, combining reporting of ML-enabled/compressed parts of CSI report with legacy non-ML parts, and method of providing scalable and flexible ML-based CSI reporting. To fit into the legacy CSI reporting set-up, mapping of compressed CSI into fixed/configurable/known-payload part (similar to CSI Part 1) and variable/predictable size (similar to CSI Part 2) may also be required with compressed CSI.  With such considerations, the ML-based CSI report can be efficiently integrated into the existing CSI reporting framework. When discussing CSI parts 1 and 2 in the CSI compression framework, as these get different priorities in the NR framework, the decoding and decompressing of the compressed CSI part 1 is also needed, and necessary info and also some level of CSI (e.g., lower resolution) may be sent using such a CSI part 1. Compressed CSI part 2 may provide additional information for CSI (e.g., higher resolution) which can be used together with CSI part 1 to decompress the full CSI.  
Proposal 12: RAN1 shall study the possible use of CSI part 1 and CSI part 2 like approach for the compressed CSI reporting. 

On UCI format of the CSI report
According to the agreements so far, 3GPP supports both scalar quantization (SQ) and vector quantization (VQ) for quantization of the latent vector. UCI payload size can be determined by the number of latent vector elements, i.e., dimension of the latent vector, and its quantization resolution, i.e., the number of allocated bits per each latent vector element (in case of SQ), or the dimension of sub-vector and the codebook size for sub-vector quantization (in case of VQ). The dimension of the latent vector, in turn, is associated with subband/transmit antenna port configuration, bandwidth (BW), receive antenna configuration, supported rank, compression ratio (CR), and so on, which can be possibly aligned by the UE and NW vendors via an associated pairing ID. This implies that an UCI format for the two-sided ML-based CSI feedback (with focus on PMI) should be flexible enough to be capable of representing various combinations of pairing attributes, e.g., subband/port configurations, BW, CR, quantization scheme (SQ or VQ), quantization resolution (word length), etc. It might be beneficial to limit the scope of possible combinations by collective agreement between companies, to render UCI format resource-efficient and practical. It may be worthwhile to investigate if there exists different level of quantization resolution requirement for different layer, e.g., high resolution for dominant eigenvector, medium/low resolution for others, to identify area for further improvement of bit allocation strategy.
Besides, there was a proposal in the last meeting to study reporting of eigenvalues or soft-rank as well as the precoding matrix (channel eigenvectors) for two-sided AI/ML CSI feedback [9]. It would be good if reporting of eigenvalues can be supported, if it deems beneficial from system performance perspective.
Proposal 13: Study UCI format design scheme which provides flexibility to cope with various subband/port configuration, rank, CR, quantization scheme. It is desired that the UCI format can be easily augmented to convey channel eigenvalues as an optional feature, if configured.
Proposal 14: Investigate impact of differential quantization resolution per layer on performances, to make use of its result for efficient bit allocation of UCI format for AI/ML CSI feedback.
On CSI reporting operation framework
A category of codebook called port selection codebooks and the corresponding CSI reporting framework have been supported in 3GPP, starting with Type II Port Selection Codebook introduced in Rel15. The main difference between the port selection codebooks and the previous codebooks lies in the beam selection mechanisms. More specifically, in the non-port selection codebooks, the UE finds the spatial beams by computing the inner product between the DL CSI or precoders and the 2D DFT vectors with oversampling. One or several strong beams are then reported by the UE. In port selection codebooks however, the gNB transmits precoded reference signal (pilot) with different precoders (#3 in Figure 2‑2), where each precoder represents a certain beam and is associated with an antenna port. The UE selects several antenna ports by pilot-based measurements and reports the corresponding coefficients (#4). As a result, the beams are determined by antenna port selection. The overall operation scenario can be found in Figure 2‑2. Step 1 “Coarse Information” determines a long-term precoding matrix (), based on wideband measurement at UE. Then Step 2 “Refined Information” is followed to determine a short-term precoding matrix (), based on sub-band granularity measurement at UE. Note that the resulting overall precoding matrix can be formulated as .
Two main advantages of the port selection codebooks are as follows [10]. First, the form of beams is decoupled with the UE feedback. Hence the beams are not limited to the 2D DFT vectors. It may also take the form of the eigenvectors of the channel covariance matrix, which generally outperforms the DFT vectors. Second, the computation complexity is reduced at the UE side in exchange for extra beam calculation complexity at the gNB side.
As regards AIML-enabled CSI feedback studies for Rel18 SI so far, the most preferred option of the pre-processed input to AI encoder at UE side or equivalently reconstructed output of AI decoder at NW side, i.e., input-CSI-NW or output-CSI-UE, is a precoding matrix in spatial-frequency domain, a.k.a channel eigenvectors (). Along this line of investigations, it is logical to take the port selection codebook-related CSI feedback operation framework as the starting point of AIML-enabled CSI feedback operation framework.
It is anticipated that a “target CSI” for AIML-enabled CSI compression scheme would not be in a form of  , but AI encoder will rather do direct compression of the channel eigenvectors, . In this respect, a certain level of modification is required for the hybrid CSI feedback reporting scheme developed for Type II port selection codebook while maintaining the concept of 2-step procedure, when it comes to its application to the AIML-enabled CSI compression operation.
Proposal 15: Take a hybrid CSI reporting mechanism for the port selection codebook as the starting point of AIML-enabled CSI feedback operation framework, to explore possibilities to reduce UE complexity and to reduce CSI feedback signalling overhead. RAN1 should identify the required modifications and study their specification impact.
· Note: hybrid CSI reporting mechanism refer to a two-step CSI reporting operation, i.e., long-term, low-resolution channel information reporting (step 1), and a short-term, high-resolution channel information reporting (step 2). 



[bookmark: _Ref134999900]Figure 2‑2 Hybrid reporting using 2-step procedure for legacy port selection codebooks

Codebook-aided privacy-sensitive dataset sharing for separate training
The following section outlines mechanisms for sharing privacy-sensitive data. The dataset for separate training includes both the original CSI and associated intermediate information to enable the alignment of the two-sided model. The intermediate information commonly used includes either latent vectors or quantized latent vectors (i.e. dequantized CSI feedback). There may be some concerns about sharing the (quantized) latent vector for separate training, as it poses a potential risk of exposing the capabilities of the first-trained model. For example, in NW-first separate training, the UE is able to train a comparable decoder by reconstructing the target CSI with the shared latent vector as input. Given that vector quantization relies on a pre-designed codebook to convert the latent vector into its associated codeword. If the codebook is not made public, the mapping between codeword and quantized latent representation can be kept vendor-proprietary. Therefore, it is unlikely that UE will be able to recreate a comparable decoder solely with access to the codeword. However, whether it is possible to achieve the alignment between UE-side encoder and NW-side decoder without disclosing the (quantized) latent representation is worth exploring. As a result, solutions where the codebook serves as a vendor proprietary and only codebook-dependent codewords are shared together with the ground-truth CSI should be studied and discussed for separate training as shown below.
[image: ]
[bookmark: _Ref134999803]Figure 2‑3 Codebook-aided privacy-sensitive dataset sharing for NW-first separate training

NW-first separate training without explicit latent vector sharing
1. Training stage:
· [NW-side model training]: NW-side entity trains a hypothetical AI encoder, a vector quantizer associated with a codebook and an AI decoder in quantization-aware or quantization-unaware manner.
· [dataset sharing]: On completion of the NW-side model training, the NW-side entity generates and shares with UE a training dataset, which consists of massive data pairs {ground-truth CSI, associated codeword} for UE-side model training. Note here that the CSI associated codeword is an index vector in the format of bit sequence, rather than the quantized latent representation outputted from VQ.
· [UE-side model training]: the UE receives the shared dataset (i.e. data pairs) from the NW and at least trains an encoder to produce the codeword that matches the shared one. Depending on whether the UE creates a hypothetical codebook and decoder, there are two options for UE-side training: (1) encoder-only training: the UE-proprietary encoder is trained to output codeword that closely matches the shared codeword by minimizing the difference between them in a supervised manner. (2) joint encoder-codebook-decoder training: the UE creates a hypothetical codebook and a hypothetical decoder to train the UE-side encoder with an end-to-end KPI (e.g. SGCS), while maintains the alignment between NW and UE. The hypothetical codebook and decoder can be entirely different from the NW-side decoder.

2. Joint operation/inference stage:
· [UE-side CSI compression]: For UEs without a hypothetical codebook, it takes in the field CSI data and directly outputs the associated codeword using the UE-proprietary encoder; For UEs with a hypothetical codebook, it first compresses the field CSI data into a latent vector, and then identifies the closet codebook vector in the UE-side hypothetical codebook. The UE side model finally outputs the associated codeword.
· [UE-side CSI feedback]: UE feeds back the CSI-associated codeword over the air to the NW through uplink channels such as PUSCH or PUCCH.
· [NW-side CSI reconstruction]: NW produces the corresponding quantized latent vector by referring to its proprietary codebook according to the reported codeword and then reconstructs the CSI data.

Regarding the NW-first separate training, the UE may not need to know the details of the NW-side quantizer/dequantizer, such as the mapping between codewords and quantized latent vectors.
Proposal 16: RAN1 shall investigate the appropriate dataset sharing without disclosing the mapping from (quantized) latent representation to the codeword.

Adaptive Compression Ratio
In AIML CSI feedback, the UE encodes CSI using a compression ratio (CR) indicated by the gNB. The gNB then decodes the code provided by the UE and reconstructs the original CSI. The way the gNB selects CR is transparent to the UE, and it is gNB implementation specific. For example, the gNB may select a fixed CR, the most conservative CR using information about the UE past link conditions, or it may select a single CR for all UEs that it serves, etc. 
Nevertheless, the CR selection should strike the right balance between:
1. CSI feedback overhead and
2. CSI reconstruction accuracy.

To achieve a good balance between 1 and 2, the CR selection should account for the current link conditions of each target UE, thus a good selection on CR may be seen as being both UE- and time-period- specific.
Therefore, gNB may define a minimum SGCS threshold and an acceptable range of CR. The UE, based on performance of the encoder and the estimated CSI (how flat or frequency selective the channel is), selects the proper CR that meet the SGCS requirement. The UE may use a nominal decoder for calculation of SGCS or uses other approaches to directly estimate the SGCS by processing the input CSI.
Proposal 17: RAN1 may study the opportunity of allowing adaptive compression ratio CR at the UE, where the UE selects the best CR in the range that satisfies the gNB requirement on SGCS while minimizing the payload feedback size.

Interference free CSI Compression
CSI is estimated using CSI-RS and describes the channel response in frequency and space domain. Most often, the channel estimator used to retrieve the response assumes that:
· the received subcarriers are orthogonal i.e., no intercarrier interference (ICI) 
· the channel maximum delay spread is shorter than the duration of the CP i.e., no inter-symbol interference (ISI)
· CSI-RS are not being interfered by a concurrent DL or UL transmission (no co-channel CI and no cross-link interference CLI). 
However, in practice, ICI occurs whenever the UE moves at high speeds, ISI is present in rural areas (see hilly terrain channel models), CI occurs when data and positioning services are triggered simultaneously and uncoordinated (which is the default operation), while CLI appears in flexible-duplexing scenarios.
In sum, the received CSI-RS may be often contaminated by either self- or co-/cross-link interference and additive white gaussian noise, case in which, the channel responses h estimated using an interference-unaware receiver absorb the errors caused by the various sources of interference and noise.  Ultimately, these errors in h translate in colored (i.e., interfered) CSI matrices which are sent to the CSI autoencoder. The decoder side of the autoencoder will reconstruct a colored CSI which inherently degrades the codebook selection as shown in Figure 2‑4.
[image: ]
[bookmark: _Ref134999700]Figure 2‑4 Colored CSI problem

In sum, to:
1. ensure an accurate codebook selection, but also 
2. an autoencoder architecture which is agnostic to the severity of noise and self- and co/crosslink interference,
It is desirable that the decoder always reconstructs a clean version of the CSI. Nevertheless, how to deal with colored/noisy CSI matrices in AIML CSI feedback and solve (1) and (2) remains an open question in the RAN study item.
Observation 1: A study on the effects of interference and noise on the performance of CSI-compression task and how new CSI-RS patterns can help in this process may be needed. The study should assess whether the auto-encoder architecture can deal with interference and noise in the estimated CSI. 

In RAN1 #112-bis-e meeting, the FL suggested that the company provide a more concise summary of the advantages and disadvantages of different training collaboration types, specifically regarding (1) device agnostic versus device-specific methods, and (2) gradient exchange sequential training. The following table is the summary:
		      Training types


Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	
	Device agnostic
	Device specific
	
	
	
	
	

	Whether model can be kept proprietary
	No
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Semi-flexible. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Semi-flexible.

	Whether gNB/device specific optimization is allowed
	Restricted
	Yes
	Restricted
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible (note 4)
	Flexible (note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Semi-flexible.

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited (Note 2)  
	Limited (Note 2)  
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Depends on the number of devices; practically may not be feasible
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited (Note 2)
	Limited (Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	Restricted
	Conditional, with assisted information from UE
	Yes
	Restricted
	
Conditional, with assisted information from UE
	
Yes
	
Conditional, with assisted information from UE

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No 
	Yes
	Yes
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Conclusion
In this contribution, we have discussed the details of CSI compression sub-use case. Our proposals and observations are:	

CSI compression sub-use case: 
Proposal 1: For the two-sided CSI feedback compression sub-use case, RAN1 shall define conditions for functionalities to enable functionality-based LCM. 
Proposal 2: For the two-sided CSI feedback compression sub-use case, RAN1 to study the following conditions for functionalities,  
•	CSI-RS measurement conditions 
•	CSI-RS and CSI reports configuration conditions
•	CSI calculation conditions (i.e., number of occupied CPUs)
•	Output CSI conditions
•	Compression ratio conditions (e.g., CR4, CR8, …)
•	Quantizer conditions (e.g., SQ1, VQ1, …)
•	Pairing ID (e.g., model ID, dataset ID)
•	Generic conditions on supporting ML functionalities
Proposal 3: For the two-sided CSI feedback compression sub-use case, identify the additional conditions prior to discussing any reporting framework for that. 
Proposal 4: For the two-sided CSI feedback compression sub-use case, after NW configures functionalities to the UE, study a reporting framework to report applicable functionalities at the UE side. 
Proposal 5: To make the quantization alignment easier, it is necessary to limit the quantization options. RAN1 may decide on some possibilities for encoder output size, segment size, and quantization bits per segment.
Proposal 6: We propose to limit the possibilities for encoder output size to 16X , X= 1, 2, 4, 8.  These options can provide a wide range of feedback payload sizes.
Proposal 7: For uniform scalar quantization (USQ), RAN1 may consider a mid-rise quantizer with quantization range [-1, 1] and 2^B quantization levels. UE or gNB may allocate 1 to 4 bits for quantization of each element ({1, 2, 3, 4}).
Proposal 8: For vector quantization (VQ), RAN1 may limit the options for segment size (S) and possibilities for allocated quantization bits per segment (B).
Proposal 9: We propose to consider consecutive grouping of every S elements of encoder outputs as the segmentation method. 
Proposal 10: For CSI compression, RAN1 shall study the potential specification impact for performance monitoring by considering 
· Methods of performance monitoring 
· Option 1 (Fully-NW-sided): Use existing CSI feedback scheme for monitoring performance.  
· This is mainly for functionality LCM
· Option 2 (NW-sided, UE-assisted): UE determine performance metrics and report them based on NW-defined/configured measurement resources, monitoring parameters, and reporting framework. 
· This is mainly for functionality LCM
· Option 3 (UE-sided, NW-assisted): UE determine performance metrics (not report) based on UE-sided assumptions, and require some assistance from the NW for monitoring  
· This is mainly for model LCM (transparent to the NW)
· Consider changes to the reporting framework for Option 1, Option 2
· For Option 1, strive to reuse the legacy CSI reporting framework. 
· For Option 2, study the enhancements of performance monitoring metrics and thresholds (if any), reporting quantities, reporting timelines, and other spec impacts 
· Consider changes to the measurement framework for Option 1, option 2, and option 3
· e.g., configure monitoring resources and periodicities
· Consider functionality LCM aspects related to the performance monitoring 

Proposal 11: In CSI compression using a two-sided model, consider the following for the data collection, 
· Data collection shall be mainly focused on performance monitoring or model fine-tuning, and considerations on the data collection for model training shall not be the main focus. 
· UE-sided data collection, 
· Existing CSI-RS configuration shall be used as the starting point for any form of data collection
· NW-sided data collection, 
· Enhancement of CSI reporting to enable higher accuracy reporting
· FFS: Assistance information reporting  

Proposal 12: RAN1 shall study the possible use of CSI part 1 and CSI part 2 like approach for the compressed CSI reporting. 
Proposal 13: Study UCI format design scheme which provides flexibility to cope with various subband/port configuration, rank, CR, quantization scheme. It is desired that the UCI format can be easily augmented to convey channel eigenvalues as an optional feature, if configured.
Proposal 14: Investigate impact of differential quantization resolution per layer on performances, to make use of its result for efficient bit allocation of UCI format for AI/ML CSI feedback.
Proposal 15: Take a hybrid CSI reporting mechanism for the port selection codebook as the starting point of AIML-enabled CSI feedback operation framework, to explore possibilities to reduce UE complexity and to reduce CSI feedback signalling overhead. RAN1 should identify the required modifications and study their specification impact.
· Note: hybrid CSI reporting mechanism refer to a two-step CSI reporting operation, i.e., long-term, low-resolution channel information reporting (step 1), and a short-term, high-resolution channel information reporting (step 2). 
Proposal 16: RAN1 shall investigate the appropriate dataset sharing without disclosing the mapping from (quantized) latent representation to the codeword.
Proposal 17: RAN1 may study the opportunity of allowing adaptive compression ratio CR at the UE, where the UE selects the best CR in the range that satisfies the gNB requirement on SGCS while minimizing the payload feedback size.
Observation 1: A study on the effects of interference and noise on the performance of CSI-compression task and how new CSI-RS patterns can help in this process may be needed. The study should assess whether the auto-encoder architecture can deal with interference and noise in the estimated CSI.
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