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Introduction
In this paper, we follow up on the recently made agreements and the status of the discussion in general as it is captured in the Chairman’s notes [1] and FL summary [2].
AI/ML model settings
AI/ML model input
It has been agreed that Set B can either be a subset of Set A or can be different from Set A, for the latter it is understood that Set B may consist of a smaller number of wide beams whereas Set A contains a larger number of narrow beams. In our view, both options for Set B can be studied with the same priority.
Regarding further details about the AI/ML-model input, the following conclusions had already been achieved in RAN1#109-e:
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
Note2: All the inputs are “nominal” and only for discussion purpose.



The options for the AI/ML model input for BM-Case 1 and BM-Case 2 are identical except for using CIR based on Set B, which only is included in the conclusion for BM-Case 1. In our view, it would be more efficient to focus on the same model input for both BM cases. Also, so far we have not seen evaluation results when CIR is used as AI/ML model input and this option neither seems to be supported by a significant number of companies. Therefore, we are making the following proposal:
Proposal 1: For the remainder of the study item, do not consider further the CIR based on Set B as model input.
The common options for BM-Case 1 and BM-Case 2 are discussed below:
Discussion on Alt.1 (Common option for BM-Case 1 and BM-Case 2): 
Alt.1 is to only use L1-RSRP measurement based on Set B as input to the AI/ML model. This option is straightforward for realization and evaluation and is also simple to align across companies with multiple evaluation results that already are available. We are therefore proposing to adopt Alt.1 as a starting point for the further study.
Proposal 2: For BM-Case 1 and BM-Case 2, use Alt.1 (Only L1-RSRP for Set B) as a starting point for the study on AI/ML input.
Discussion on Alt.2 (Common for BM-Case 1 and BM-Case 2):
For assistance information two conclusions were made in RAN1#112, which imply that explicit assistance information is not supported to be signaled from the UE to NW side for a NW side model and vice versa for a UE-side model. Regarding implicit assistance information, it is our view that firstly their performance benefits have to be shown in 9.2.3.1 before further discussion may take place in 9.2.3.2. E.g., if the implicit assistance information is in form of the data categorization ID, which the gNB/UE sends to the UE/gNB to be associated with the training data sample(s) during the training data collection, and sends to the UE/gNB during the inference phase to determine the matched model, it needs to firstly identify what type of data categorization information cannot be autonomously obtained by UE, and that a generalized UE side model cannot be trained over such type of data with various distributions by evaluation. E.g., it is our understanding that the UE can autonomously obtain the scenario information (UMa/UMi, different UE speeds, etc.) by its own sensing; on the other hand, if the data categorization is intended for various Tx antenna patterns at gNB which UE cannot autonomously distinguish, UE can train a generalized model with hybrid training data. Similar to explicit assistance information, also implicit information needs to ensure that no aspects are disclosed that are proprietary or related to privacy.
Proposal 3: For the study of AI/ML model input for BM-Case 1 and BM-Case 2, if Alt.2 is to be studied where the assistance information is in forms of implicit data categorization ID: 
· The necessity and performance benefits of non-proprietary/non-privacy assistance information should be identified and evaluated firstly to justify a study of their specification impact.
· Note: implicit assistance signaling is expected to preserve privacy/proprietary information
Discussion Alt.4 for BM-Case 1 and Alt.3 for BM 4:
Alt.4 for BM-Case 1 is the same as Alt.3 for BM-Case 2 (L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID). This is claimed to be useful especially when the AI/ML model is deployed at the UE-side. Since the UE may not know which beam pattern is used by the gNB in the case the Set B beam pattern varies, the presence of the beam ID helps to determine which subset of Set A is configured for Set B. But there are other candidate solutions which may potentially alleviate the unknown Set B beam pattern at the UE-side such as training dataset mixing over multiple Set B patterns. Given that the number of Set B patterns is not likely to be too large, nor would it change frequently or randomly in realistic network, Alt.4 could be studied if it is justified by potential performance gain.
Based on the above discussion we are making the following proposal:
Proposal 4: For Alt.4 for the BM-Case 1 and Alt.3 for BM-Case 2 for the AI/ML model input which are identical (using L1-RSRP for Set B and DL Tx and/or Rx beam ID): 
· These two alternatives can be studied if benefits are justified by evaluation.
It should further be noted that different views were expressed whether Set B should consist of variable or fixed patterns. This is also discussed in AI/ML 9.2.3.1, where it is shown that a fixed pattern gives the best performance and also is supported by a majority number of companies. Since fixed beam patterns are straightforward as opposed to a variable pattern, and it is also not likely for the gNB to frequently/randomly change the beam sweeping among a large number of candidate patterns, the benefits of variable patterns need to be justified in AI/ML 9.2.3.1 by evaluation before their spec impact is going to be discussed.
Proposal 5: For the study of AI/ML model input for BM-Case 1 and BM-Case 2, consider fixed beams as a starting point. 
AI/ML model output
Already during the RAN1#110 meeting, following agreement was made for the possible options on the AI/ML model output:
	Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, L1-RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


In our view Alt.1 and a part of Alt.2 could be merged, and according to the progress and discussions of the recent meetings, Alt.3 could be down-prioritized. Using the Tx and/or Rx Beam ID(s) as model output as in the first part of Alt.1 is straightforward. From the evaluation results, Alt.1 standalone can already achieve a significant performance gain. It should be noted that predicted RSRP for per beam in Set A and predicted probability values for per beam in Set A are two typical AI/ML solutions, so the raw AI/ML model output of both predicted RSRP in Alt.1 and the probability for the beam to be the best beam in Alt.2 can be supported. The best beam IDs can be regarded as kind of post-processing to the raw output of predicted RSRP/probability.
The next issue is whether to report the raw output of predicted RSRP/probability. The predicted RSRP of Alt.1 could add give some additional valuable information. For example, for the case if a new beam compared to the currently active beam is predicted to be the best beam, but the gain of the predicted RSRP over the measured RSRP of the active beam is expected to be very small, then it might not be necessary to switch the beam. Whether/how the probability of a beam to be the best beam as stated in Alt.2 would be useful for report can be further studied. 
We are therefore making the following proposal: 
Proposal 6: For BM-Case1 and BM-Case2, consider following updated Alt. 1 as the baseline for the assumption on the AI/ML model output:
· Alt.1: Tx and/or Rx Beam ID(s) (including the probability for the beam to be the best beam) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the Top-N predicted beams
Association/mapping between Set A and Set B
In the RAN1#110 meeting, the following agreement was achieved for BM-Case 1 and BM-Case 2, respectively:
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


As the RSRPs of the beams (or beam pairs) in Set B would be the input of the AI/ML model and the beams (or beam pairs) in Set A would be the corresponding output of the AI/ML model, the NW/UE needs to perform AI/ML operations based on the knowledge of what is the input and what is the output, i.e., the association between Set A and Set B. 
Depending on the AI/ML model location (i.e., NW-side or UE-side), its input, and prediction mechanism, there are different needs to determine for signaling the association between Set A and Set B as will be analyzed in below.
UE-side model
For a UE-side model, as there may be more than one Set A which the model supports, for a specific Set B which the UE would measure as the input of the AI/ML model, the UE has to be indicated the associated Set A for output from the AI/ML model, for example the specific indication can be the ID of Set A which is included in the configuration for Set B.
Two related agreements for this have be achieved for training and inference in RAN1#111 and RAN1#112, respectively, as shown in below:  
	Agreement (RAN1#111)
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement  (RAN1#112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).


In our view, the same reasoning that leads to the agreement of studying the indication of the associated Set A from the NW to the UE is also applicable for monitoring procedures, we are therefore proposing to extend the above agreements to monitoring:
Proposal 7: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI/ML model monitoring from the following additional aspect on top of previous agreements for inference and training: 
· Indication of the associated Set A from NW to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable.
Association between Set B and Set A
For model inference, in particular, the indicated association between Set A and Set B can also enable the UE to align the understanding of Set A with the gNB for beam prediction and thereby to resolve the problem of reporting unmeasured DL Tx beams from Set A (the sweeping of which may have been disabled during the inference procedure), i.e., for the UE-side model, the gNB would interpret the reported beam is from the same Set A. 
This association would be needed both when the AI/ML model infers the DL Tx beams or also when it infers the DL Tx-Rx beam pairs.
Observation 1: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, indication of the associated Set A can be used to align the interpretation of the AI/ML output beam(s) from Set A between NW and UE, regardless whether the UE has measured the AI/ML output beam(s).
For how to indicate such association between Set A and Set B, the candidate methods can be further studied. As example, the CSI report/resource set of the associated Set A can be configured in the CSI report/resource set for Set B; alternatively, the time slot for sweeping Set A can be indicated. 
In addition, in legacy, the RS resource set is configured for UE measurement and report; for the AI/ML inference, however, it may not be mandatory for a specific UE to have measured the Set A in prior to the inference, as the training data collection involving the measurement of Set A may occur in other cells or by other UEs. E.g., for the UE handover to a new cell or switch to a new model where Set A is unchanged, gNB may not need to configure the UE to redundantly measure the Set A, and the UE could rather use the stored information of Set A used for training the AI/ML model. In light of this, it should be studied how to tackle the case when Set A has not been swept in the local cell.
Proposal 8: For the model training/monitoring/inference of the UE-side AI/ML model under BM-Case1 and BM-Case2, for how to indicate the association of beams within Set A and beams within Set B: 
· Study the indication methods, e.g., indicating the CSI report/resource set ID, time offset, etc.
· Study the issue when Set A has not been swept in the local cell.
Mapping between Set B and Set A
Similarly, for how to indicate such mapping between Set A and Set B, the candidate methods can be further studied. As the example, which beams from Set A are used to construct Set B can be indicated to the UE in forms of a bitmap from Set B to Set A, or the corresponding beam ID from Set A for each beam in Set B.
In addition, the applicable case for indicating such mapping should be further studied. E.g., if Set B is a set of wide beams different from Set A, since the wide beam sweep of SSB usually would be an exhaustive sweep over all possible directions for the purpose of initial access, there seems to be no strong motivation to indicate the DL Tx beams of Set B to the UE, neither for DL Tx beam inference at the UE-side, nor for DL Tx-Rx beam pair inference. If Set B is a subset of Set A, and especially when variable beams are used in Set B (if applicable), as there may be more than one Set B pattern associated with one Set A, the specific pattern of Set B may be indicated to the UE.
This mapping indication is applicable for training/monitoring/inference procedures, and would be the case when the AI/ML model infers the DL Tx beams or also when it infers the DL Tx-Rx beam pairs.
Proposal 9: For the model training/monitoring/inference of the UE-side AI/ML model under BM-Case1 and BM-Case2, for how to indicate the mapping of beams within Set A and beams within Set B: 
· Study the indication methods, e.g., in forms of the set of IDs, bitmap, etc.
· Study whether/how to indicate such mapping when Set B is a set of wide beams different from Set A.
NW-side model
For a NW-side model, whether/how to determine the input/output needs to be discussed depending on the prediction mechanism, i.e., whether DL Tx beam prediction is applied or DL Tx-Rx beam pair prediction is applied.
DL Tx beam prediction
For the association between Set B and Set A, different from the UE-side model, the associated Set A for a specific Set B is naturally known to the gNB, and this association is transparent to the UE, which reports the beam IDs/RSRPs only based on its measurements, so there seems to be no need to indicate the associated Set A to the UE for a specific Set B which is configured for UE measurement. Similarly, for the mapping between Set B and Set A, it is transparent to the UE and there seems to be no need to indicate it to the UE.
DL Tx-Rx beam pair prediction
For whether/how to study the potential spec impact for the DL Tx-Rx beam pair prediction at the NW-side model, it will be analyzed in Sec. 3. Here the association between Set A and Set B is discussed under the assumption that DL Tx-Rx beam pair prediction is supported for the NW-side model.
Observation 2: For NW-side model of DL Tx beam prediction and BM-Case 1/BM-Case 2, the association/mapping between Set B and Set A is transparent to UE.
For DL Tx-Rx beam pair prediction, the Set A in terms of Rx beams to be used for measurement may need to be indicated to the gNB so the gNB and the UE can have an aligned understanding about Set A (which contains the Tx-Rx beam pairs as model output). Similarly, to determine the input beam pattern, the gNB may also need to be made aware of the Rx beam pattern that the UE has used for measurement of Set B. In that regard, the report of the association/mapping from UE to gNB is needed in case of DL Tx-Rx beam pair prediction for the NW side AI/ML model.
Observation 3: For UE-side model of DL Tx-Rx beam pair prediction and BM-Case 1/BM-Case 2, the association between Set B and Set A is the same as for DL Tx beam prediction and no additional spec impact is needed on top of that.
Proposal 10: For NW-side model of DL Tx-Rx beam pair prediction and BM-Case 1/BM-Case 2, the association/mapping between Set B and Set A may need to be studied, where the Rx beam IDs for Set B and the Rx beam IDs for Set A may need to be reported to the gNB.
BM-Case 2 specific issue
Several companies have brought forward that temporal and spatial domain beam management should be evaluated separately from each other, and thereby it has been suggested to isolate the impact of temporal domain beam prediction and Alt.3 in the RAN1#110 meeting agreement should be used, which is the alternative specifically raised for BM-Case 2. In our view, however, when evaluating AI/ML-based beam management, not only performance in terms of RSRP, but also other important KPIs need to be considered at the same time. Alt.3 is useful to isolate the performance impact of temporal domain prediction for the UE of interest, but at the same time, it results into a large beam sweeping overhead during the observation phase, introduces interference to other UEs in other cells, and very importantly, can cause compatibility issues with non-AI/ML-based UEs which would operate on the beams within a sparse set or on wide SSB beams. Therefore, Alt.3 may not be a practical way to be configured in the network. For the evaluation purpose, we may optionally consider Alt.3 as a reference to provide insights on isolated RSRP performance gains of the temporal domain prediction only, but for the spec impact perspective, we understand Alt.1/2 are more practical and should be studied with higher priority.
Observation 4: For the alternatives of the relationship between Set A and Set B under BM-Case 2, Alt.3 (Set A and Set B are the same)
· Can inflict compatibility issues with non-AI/ML-based UEs
· Results into a large beam sweeping overhead during the observation phase
· May cause unnecessary high interference to cells from neighbor UEs.
Therefore, it is our view that Alt.1 and Alt.2 should be given priority for the evaluation while that Alt.3 should only be considered as a reference/benchmark for performance evaluation to observe the source of gains. We are making the following proposal.
Proposal 11: For the study of the alternatives of the relationship between Set A and Set B under BM-Case 2,
· Prioritize the study of Alt.1 (Set A and Set B are different) and Alt.2 (Set B is a subset of Set A).
· Alt.3 (Set A and Set B are the same) can be used as a benchmark for performance comparison in evaluations.
Types of beam prediction
RAN1 has earlier made the following agreement about the prediction mechanism of the AI/ML model and the options were discussed further in the RAN1#110 meeting.
	Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


Alt.2 has been precluded in the RAN1#112 meeting:
	Conclusion
For the sub use case BM-Case1 and BM-Case2, “Alt.2: DL Rx beam prediction” is deprioritized.


Therefore, Alt.1 and Alt.3 are investigated in more details in the following 2 sub-sections.
Alt.1: DL Tx beam prediction 
In our view Alt.1 is the most straightforward way and should be studied further with highest priority. In the legacy beam management procedure, P1/P2 is used for Tx beam sweeping, while P3 configured with repetition is used for Rx beam sweeping. Alt.1 is a naturally replacement of the legacy processing during P1 and P2 and can easily be integrated into the existing procedure. Also, it should be noted that the Rx beams used by the UE are implementation specific and may vary over time and differ over UEs. Therefore, in contrast to Tx-Rx beam pair prediction, Tx beam prediction is simpler and more flexible, as its prediction procedure remains the same regardless the used Rx beam number/pattern. 
An example of Alt.1 is shown in Figure 1 below from the perspective of a NW-side model and UE-side model.
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[bookmark: _Ref131349492]Figure 1 – Examples for DL Tx beam prediction when implemented at the gNB (left-hand figure) or UE (right-hand figure)
For the NW-side model (left-hand drawing) in P1/P2 before model inference, the gNB sweeps over beams from Set B which will be measured by the UE. The RSRPs of the measured beams are reported back to the gNB and are used as input to the AI/ML model, which then infers the Top-K beam IDs from Set A; after that, the gNB sweeps over the Top-K inferred beams and the UE again measures the corresponding RSRPs with the same Rx beam; in P3 (if needed), the best DL Tx could be used for the UE to identify the most suitable Rx beam. For a UE-side model (right-hand drawing) the difference is that instead of the measured RSRPs of the beams in Set B, the inferred Top-K Tx beam candidates are reported back to the gNB.  
For training procedure, in particular, the model can be trained without knowing the specific Rx beam ID. E.g., in our evaluations for Tx beam prediction [3], the training dataset is composed of data samples (wherein each data sample is a pair of Set B-label of the same Rx beam) of each Rx beam, and the model is therefore trained regardless of the specific Rx beam ID used at UE; the evaluation results are justified to have generalized performance in terms of the Tx beam accuracy over various Rx beam IDs. In other words, the Tx beam prediction is compatible with any pattern of the Rx beams.
Based on the above discussion, we make the following observation:
Observation 5: For the beam prediction mechanisms for BM-Case1 and BM-Case2, Alt.1 (DL Tx beam prediction) is a natural replacement of the legacy P1/P2 procedure for Tx beam sweeping, and is compatible with any pattern of the Rx beams.
Regarding the potential information exchange between the NW and the UE, for the NW-side model, there is no need to introduce new types of information to be reported from UE to NW, as the CRI/RSRP report is already supported by legacy; for the UE-side model, on the other hand, UE needs the gNB to configure/indicate the association between Set A and Set B, including the associated Set A for a specific Set B, and the pattern of Set B (i.e., the mapping between Set B and Set A) as analyzed in Sec. 2.3, which needs to be newly introduced for the AI/ML purpose. Therefore, the following observations can be drawn for the UE-side model and the NW-side model, respectively:
Observation 6: For DL Tx beam prediction when the AI/ML mode is at the UE-side, the UE needs to acquire additional types of information from the gNB side on top of legacy releases, e.g., Set B pattern, Set B and Set A association, etc.
Observation 7: For DL Tx beam prediction when the AI/ML model is at the NW-side, there is no need to introduce additional types of information other than the report of CRI/RSRP, etc., which is already supported by legacy releases.
For the determination of the corresponding Rx beam there are several legacy options possible, where some of them are described below:
Option 1: Utilizing no prior information about the Rx beam: P1/P2: UE measures all beams from Set B with a fixed Rx beam. The AI/ML model then predicts the best Tx beam for this Rx beam. P3: To determine the Rx beam, as in legacy beam management, Rx beam sweeping is performed for the previously predicted best Tx beam.  
Option 2: Utilizing prior information about the Rx beam: P1: UE performs the legacy Rx beam sweeping over multiple SSB periods, and a quasi-optimal Rx beam is identified. P2: The Tx beam sweeping is performed based on the quasi-optimal Rx beam, and the AI/ML model performs Tx beam prediction based on Set B of the measured Tx beams with the quasi-optimal Rx beam. P3: This stage might not be needed, since a quasi-optimal Rx already has been found in P1; otherwise, the same processing as for P3 in Option 1 can be performed to refine the Rx beam.
Option 3: Exhaustive Rx beam sweeping during: P1/P2: Set B Tx beam sweeping under a certain Rx beam for AI/ML model inference. P3: UE sweeps different Rx beams over multiple P1/P2 periods by implementation.
Based on the above discussion, we make the following observation:
Observation 8: For the AI/ML-based DL Tx beam prediction, non-AI/ML options can be implemented to optimize the Rx beam selection
· Opt.1: Fixed Rx beams is used for inference during P1/P2 and the Rx beam sweeping is performed to determine the Rx beam in P3
· Opt.2: A quasi-optimal DL Rx beam can be identified by sweeping the always-on SSB beams at P1 and used for Tx beam prediction at P2
· Opt.3: Exhaustive Rx beam sweeping is swept over multiple P1/P2 periods each of which predicts the best Tx beam for a specific Rx beam
Alt.3: DL Tx-Rx Beam pair prediction
In RAN1#112 and #112bis-e, the DL Tx-Rx beam pair prediction has been discussed, primarily in off-line, and the general view among companies is that beam pair prediction is more complicated than beam prediction, both from the spec impact perspective and also from the performance evaluation aspect.
There are multiple issues that make beam pair prediction more complicated:
· UE rotations and spontaneous Rx beam blocking. This is a complicated matter also for UE-side models. Even if some information about UE angles or beam blocking could be made available, this is not straight forward to solve and the performance under these conditions should be evaluated. This is applicable for cases where the UE can be assumed to be non-stationary. Note that there are use cases (like FWA) where both the gNB and UE can be assumed to have static location and these issues do not occur.
· Larger RSRP measurement error compared to beam prediction: According to RAN4 spec 38.133, clause 10.1.20.2.2, the allowed CSI-RS based relative RSRP measurement error in FR2 is +/- 6.5dB in normal conditions and in FR1 it is only +/- 3dB (38.133, clause 10.1.19.2.2). One of the main reasons for the increased error in FR2 is that the Tx beam can be measured with different Rx beams, over which the received signals are separately calibrated and compensated. This is common understanding in RAN4 and has already been discussed in year 2018 (e.g. R4-1809148 “The relative intra-frequency accuracy will, however, be different, because measurements in different directions could be taken through different RF chains (different antenna panels). As such, the intra-frequency relative accuracy is the same as the inter-frequency measurement accuracy in FR1. If the signals are coming from the same direction, the RF impairments would cancel out and the accuracy would be the same as intra-frequency accuracy in FR1”). As opposed to DL Tx beam prediction where the genie-aided label can be derived from Set A of Tx beams with the same Rx beam, for beam pair prediction, the genie-aided labels derived from RSRPs measured with different Rx beams are fed into the model. Also, during one round of inference, for Tx beam prediction the RSRP values from Set B are usually obtained with the same Rx beam, whereas for Tx-Rx beam pair prediction that have to be based on different Rx beams. Thus, a significant larger RSRP measurement error (around 6dB) can be expected which will deteriorate the quality of the labels in dataset and the inference output.
· Latency and overhead introduced by Top-K beam pair sweeping: Performance simulations have shown that the AI/ML model should infer more than the Top-1 beam pair, e.g. the Top-5 beam pairs. In post-inference sweeping, these beam pairs should then be evaluated to identify the best candidate for data transmission. The problem is that each Tx beam that is included in the set of Top-K beam pairs may or may not be measured with multiple Rx beams, this is dependent on the inference outcome. Each time a given Tx beam would need to be measured with a different Rx beam, this Tx beam needs to be repeated. Since the gNB has no knowledge about with how many Rx beams each given Tx needs to be measured, it may have to repeat all Tx beams according to the maximum number of Rx beams that the UE has available. This increases the latency and overhead.
· Complexity of the AI/ML-model is expected to be larger: Since for beam pair prediction the AI/ML model has to infer the best Tx-Rx combinations out of all possible Tx and Rx beams, the search space is significantly larger compared Tx beam prediction. 
In addition to the above mentioned aspects that require further evaluation, it has already been shown in our companion contribution [3] that for the same overhead and with reasonable assumptions on the Rx beam, that Tx beam prediction has the same or better performance than beam pair prediction. Taking the above mentioned issues also into account, it is likely that Tx beam prediction clearly outperforms DL Tx-Rx beam pair prediction.
Based on the above discussion, we are making the following proposal.
Proposal 12: The need to study spec impact for DL Tx-Rx beam pair prediction additional to DL Tx beam prediction, needs to be justified firstly in 9.2.3.1. It should be shown whether it can outperform the Tx beam prediction which also can optimize the Rx beam with non-AI/ML implementations. At least following issues should be taken into account:
· UE rotations and Rx beam blocking (when applicable)
· RSRP measurement errors
· Performance/overhead/latency
· Complexity
If, after justified by evaluation, the group wants to study spec impact for DL Tx-Rx beam pair prediction, then this should be done for both a gNB-side model and a UE-side model. Potential procedures are illustrated in Figure 2 below.
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[bookmark: _Ref131411164]Figure 2 - Examples for DL Tx-Rx beam pair prediction when implemented at the gNB (left-hand figure) or UE (right-hand figure)
For the NW-side model, the gNB may need to obtain the Rx beam information to identify beam pairs in Set B and Set A. Before model inference, the gNB sweeps over Tx beams from Set B; the RSRPs of the Tx-Rx beam pairs are then measured by the UE and reported back to the gNB as the input to the AI/ML model; the Top-K beam pair IDs from Set A are inferred by the gNB as the output of the model; after that, the gNB sweeps over the Tx beams in the Top-K beam pairs and the UE measures with the corresponding Rx beams in the Top-K beam pairs; after measurement, the UE will report the best Tx beam ID to gNB. It can be observed that, gNB may need to know the Rx beam to be used for Set A and Set B, and the Rx beam IDs may need to be included in the UE report.
For the UE-side model, the UE may need to obtain the Tx beam information in Set B and Set A to identify beam pairs in Set B and Set A. Before model inference, the gNB sweeps over Tx beams from Set B, and the UE measures with the corresponding Rx beams from Set B to infer the Top-K beam pair IDs from Set A; the Top-K beam pair IDs are reported to the gNB afterwards; during the Top-K beam pair sweeping, one Tx beam might be measured with multiple Rx beams, thus to facilitate this the gNB should indicate the necessary beam transmission repetition information; the gNB sweeps over the Tx beams in the Top-K beam pairs and the UE measures with the corresponding Rx beams in the Top-K beam pairs; after measurement, the UE will report the best Tx beam ID to gNB. 
Based on the above discussion, we can observe that for both NW-side model and UE-side model, new types of beam information may have to be introduced to make NW/UE be aware of the association/mapping  between Set A and Set B in terms of the Rx/Tx beams. Therefore, their potential spec impacts are expected to be symmetric.
Observation 9: For DL Tx-Rx beam pair prediction, additional types of beam information are needed for both NW-side model and UE-side model:
· When the AI/ML model is located at the UE side, as also for Tx beam prediction, the UE needs to acquire additional types of Tx beam information from the gNB side on top of legacy releases, e.g., Set B pattern involving Tx beams, Set B and Set A association involving Tx beams, etc.
· When the AI/ML model is located at the NW-side, the NW needs to acquire additional types of Rx beam information from the UE on top of legacy releases, e.g., Set B pattern involving Rx beams, Set B and Set A association involving Rx beams, etc.
In addition, it is observed that, for both NW-side model and UE-side model, UE needs to support the information of the Tx-Rx beam pair (e.g., RSRPs for NW-side model, and IDs for UE-side model), which means the gNB needs to interpret the Rx beam ID to either perform the beam pair prediction in case of NW-side model, or configure the Top-K beam pairs for UE measurement in case of UE-side model. That is to say, if the Tx-Rx beam pair prediction is to be specified, the impact on the awareness of the Rx beam by gNB is identical to NW-side model and UE-side model.
Observation 10: For DL Tx-Rx beam pair prediction, both when the AI/ML model is located at the NW side or at the UE side, the NW may need to be made aware of the Rx beam number/pattern to interpret the reported Tx-Rx beam pair if the UE reports the Tx-Rx beam pair.
Based on the analysis above, we understand that from both the perspective of spec impact and the perspective of awareness of gNB to the Rx beams, the impact of introducing Tx-Rx beam prediction to the NW-side model and the UE-side model is symmetric, so if Alt.3 is to be further studied, the potential spec impact for NW-side model and UE-side model should also be studied symmetrically.
Proposal 13: For the beam prediction mechanisms for BM-Case1 and BM-Case2 if Alt.3 (beam pair prediction) is to be further studied, it should be studied for both NW-side AI/ML model and UE-side AI/ML model symmetrically.
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Training
UE report enhancements for NW-side model
In the RAN1#112bis-e meeting the following agreements have been achieved for data collection with a NW-sided model:

	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options

Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 


With the first agreement, multiple options are enabled to report RSRP measurements and labels to the NW. In the following, the remaining FFSs on the parameter ranges are discussed.
For data collection, model input and labels need to be provided to the AI/ML model. Depending on the model output type (best beam(s) from Set A or predicted RSRPs for each beam in Set A), the following cases involving one or a combination of the above options can be considered:
· Case 1 (output type = best beam ID/probability):
· Label: Opt.3 can be used to report the label, i.e. the best M3=1 beam ID from Set A beams. In addition, for indicating the measurement resources from which the beam(s) shall be identified,
· The UE needs to be configured with the M4 beams (e.g. for Set A) for measurement to derive the M3 best beam ID.
· Model input: Opt.2, can be used to let the UE report the RSRPs from Set B, i.e., M2 is equal to the size of Set B. Alternatively, if the reported model input is a subset of Set B, Opt.1 can be used (e.g., only the best M1 RSRPs are reported to save overhead). In addition, for indicating the measurement resources:
· If Set B is a subset of Set A, then as the M4 beams of Set A need to be configured for measurement as mentioned above, the M2 beams for the measurement of Set B can be indicated as a subset from M4 beams of Set A.
· If Set B is different from Set A (e.g., wide beams), then an individual M2 beams are configured for measurement.
· Case 2 (output type = RSRP for each beam in Set A):
· Label: Opt.2 can be used if the label is the RSRPs of all M2 beams from Set A, thus M2 is equal to the size of Set A. Alternatively, if the reported label is a subset (M1 beams) of Set A (e.g., only the best M1 RSRPs are reported to save overhead), then Opt.1 can be used. 
· The measurement resources are configured as the M2 beams of Set A, both for Opt.1 and for Opt.2.
· Note: Opt.2/Opt.1 can be also applied for Case 1 to derive the label, where the label can be retrieved at gNB based on the report of RSRPs.
· Model input: Opt.2 can be used if the model input is the RSRP report of M2’ Set B beams. Thus M2’= size of Set B. Alternatively, if the reported beams are a subset (M1’ beams) of Set B (e.g., only the best M1’ RSRPs are reported to save overhead), then Opt.1 can be used. In addition, for indicating the measurement resources:
· If Set B is a subset of Set A, then as the M2 beams of Set A need to be configured for measurement as mentioned above, and the M2’ beams for the measurement of Set B can be retrieved at the gNB side a subset from the M2 beams of Set A and do not need to be indicated.
· If Set B is different from Set A (e.g., wide beams), then an individual set of M2’ beams are configured for measurement.
From the examples given in the above discussion it can be seen that Opt.1 and Opt.2 can serve different purposes, they can be used to represent the whole Set B, Set A or sub-sets of those. Furthermore, they can be used to report labels, model input or both. Opt.3, can be used to report labels when the AI/ML output type is the best beam ID. Based on the variety of use cases, it is suggested to make M1, M2 and maybe also M3 configurable, with following candidate values.
Proposal 14: Regarding data collection for NW-side AI/ML model according to Opt.1, Opt.2 or Opt.3, support
· Configurable M1: up to 64 
· Can be used to report a sub-set of Set A or a sub-set of  Set B  
· Configurable M2: up to 256 
· Can be used to report the full Set B or the full Set A
· M3: At least 1, FFS other values
· Can be used to represent the label when model output is best beam ID
As already raised in the analysis above, different combinations of UE reporting options are feasible for different scenarios and we are making the following proposal:
Proposal 15: Regarding data collection for NW-side AI/ML model at least the following combinations of UE reporting options are considered.
· AI/ML model output type is best beam IDs
· Set B is a subset of Set A
· Opt.3 (M3 = 1, label) + Opt.2/Opt.1 (M2 =/< size of Set B, model input)
· Opt.2 (M2 = size of Set A, label and model input retrieved at the gNB)
· Opt.2/Opt.1 (M2 =/< size of Set A, label retrieved at the gNB) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
· Set B is different from Set A
· Opt.3 (M3 = 1, label) + Opt.2/Opt.1 (M2 =/< size of Set B, model input)
· Opt.2/Opt.1 (M2 =/< size of Set A, label retrieved at the gNB) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
· AI/ML model output type is predicted RSRPs of all beams in Set A
· Set B is a subset of Set A
· Opt.2 (M2 = size of Set A, label and model input retrieved at the gNB)
· Opt.2/Opt.1 (M2 =/< size of Set A, label) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
· Set B is different from Set A
· Opt.2/Opt.1 (M2 =/< size of Set A, label) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
Additionally, as described in the above discussion, the set of M4 beams for measurement resources also needs to be specified, so that the UE knows from which resources the M1, M2 and/or M3 beams shall be obtained.
Proposal 16: Regarding data collection for NW-side AI/ML support the indication of M4 measurement resources from which the M1, M2 and M3 beams can be obtained for the different reporting options.
· Note: M4 can be different for the different options and use cases.
A UCI resource-efficient way for data collection, especially for large Set A, is to use Opt.2 together with Opt.3. Opt.2 can be used to report the RSRPs needed for Set B while Opt.3 reports the best beam ID from Set A. A simple way to associate the label with the measurements would then be to send them in the same report.
Proposal 17: Regarding data collection for NW-side AI/ML model, study combined reporting combinations of Opt.1, Opt.2, Opt.3 in the same report.
RS configuration enhancements
In the legacy system, the maximum total number of configured RS resources for L1-RSRP measurement is restricted by a UE capability maxNumberCSI-RS-Resource ranging from 4 to 64, which means a UE may not be able to measure all beams in Set A with up to 64 or even 256 beams. This restriction is introduced due to the complexity on, e.g., UE measurement of Tx beams, and maintenance of the corresponding Rx beams. For the legacy network, the gNB would generally configure the UE with relatively small number of CSI-RS resources at P2 corresponding to the same wide beam which is already determined at P1; but for the AI/ML training procedure, the genie-aided RSRP(s)/beam ID(s) are derived as the label after measuring the full Set A, thus how to enable the UE to measure the Set A with larger number of beams needs to be studied, e.g., to relax the UE capability to support measuring larger number of RS resources or to study whether it is feasible to achieve the measurement of Set A under the legacy capability. 
Proposal 18: For the data collection for model training, study how to enable the UE to measure the Set A with large number of Tx beams which may be restricted by the legacy UE capability on the maximum number of configurable RS resources.
[bookmark: _Ref114993336]Data collection
General aspects for data collection
Following agreement had been achieved earlier for data collection and was discussed further during the RAN1#110 meeting.
	Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded


For the data collection, spec impact would be needed when the data should be collected from real networks. This option should be supported since it would enable the NW to update the models on demand to adapt to a diverse and varying channel environment. Regarding the overhead of the data collection over the air-interface, although the overall number of data samples to construct a dataset is huge, it should be noted that such dataset is not collected by one set and reported by per single UE but consisting of the data samples collected by numerous sites and numerous UEs, so that the overhead per UE and per site is small; e.g., for a 10k size dataset, NW can collect the data from 10k UEs each of which contributes only one data sample. Moreover, considering the frequency of such data collection is slow (e.g., triggered per day/week/month), the average air-interface overhead for per UE is negligible.
Observation 11: Considering the low frequency of data collection and the tremendous number of sites and UEs to report the data samples, the average air-interface overhead for per UE is negligible.
To further discuss the above agreement, the potential spec impact on reference signals may include: enhanced RS design to perform AI/ML specific RSRP measurement and the enhancement of the RS to conduct to more accurate measurements of data samples.
The potential spec impact on measurement/report may include: enhanced UE measurement/report, such as new RSRP and/or SSBRI/CRI report behavior, e.g. a larger number of RSRPs is to be reported to generate the labels and AI/ML inputs, or larger number of beam IDs is to be reported as the AI/ML outputs, as opposed to the legacy mode where only limited number of RSRP(s) are reported. In addition, when Set B is a subset of Set A, the association between Set B and Set A may need to be aligned as analyzed previously.
In addition, it should be noted that the quality of the data samples largely impacts the performance of the trained model regardless it is NW-side model or UE-side model. Therefore, indicating the data quality to UE is of great help to improve the model, where the data samples which cannot achieve the quality requirement (e.g., SINR, RSRP, etc.) are precluded from reporting.
For the potential spec impact on content/type of the collected data, the data of the Set A/Set B can still be the legacy RSRP and SSBRI/CRI as a starting point, while the number of reported RSRP or beam IDs may be increased as mentioned above. As discussed in Sec. 2, the assistance information, if studied, should not disclose proprietary or privacy information.
For the signaling/configuration, it may include signaling to trigger/configure the data collection by gNB or signaling to request the data collection by UE. In particular, if the data collection is requested by the UE for UE-side training, the training related information needs to be reported as part of the request also, such as the required Set A/Set B configurations, required dataset size, etc., as mentioned in Sec. 4.5 and also addressed in the Proposal 3.1 in the FL summary from RAN1#112 as shown below. Considering the reported requirements also include the configuration parameters for monitoring/inference, the contents of the UE report are summarized in Sec. 4.5 instead of being captured in the proposal of this section.
	Proposal 3.1: For BM-Case1 and BM-Case2, study beam management specific requirement(s) and potential spec impact (if any) of data collection for AI/ML model training from the following aspect 
· Requirements of the data set and data collection for AI model training (e.g., numbers of training data samples)
· Other aspects are not precluded


Accordingly, we have the following proposal for AI/ML-based data collection:
[bookmark: _Ref115359909]Proposal 19: RAN1 to further study the potential spec impact of data collection from the following aspects:
· For reference signal, enhanced RS design can be considered, e.g., RS design for AI/ML specific RSRP measurement and enhancement of RS for improving data sample accuracy
· For UE measurement/report, new RSRP and/or CRI/SSBRI report behavior can be considered
· Data quality indicator can be considered to improve the quality of the collected data samples.
· For the signaling/configuration, signaling to trigger/configure/request data collection window can be considered.
Container for data collection
To discuss the potential container of data collection for training/monitoring, there can be two candidates: L1 signaling and RRC signaling. L1 signaling is widely used in the legacy system to carry L1-RSRP, CRI/SSBRI, etc., while L3 signaling is used in the legacy system to carry L3 measurements. These two types of containers are also analyzed for AI/ML-based data collection. For the L1 signaling, it is more naturally extended for per sample report while it has some capacity limitations to support holding a batch of data samples; for L3 signaling, the latency is much larger and timestamps would need to be introduced. The applicable situations of the two candidates can be analyzed for different purposes of data collection.
For model training, as the training typically occurs after the dataset is completely constructed for the AI/ML solutions discussed in 9.2.3, the latency requirement is not urgent. Therefore, both L1 signaling and RRC signaling are applicable to the purpose of training, where L1 signaling can carry the data as per sample basis while RRC signaling can carry the data in a batch. For model monitoring, on the other hand, the latency requirement on receiving the reported data sample is more urgent since relaxing the latency of such report to as large as 120ms~30min (refer to the identified report interval for L3/MDT report in RAN2#121 agreements) would result in late awareness of the AI/ML model failure by the gNB; therefore, it is more beneficial to monitor the data on per sample basis and hold the data sample in L1 signaling similar to the legacy L1-RSRP.
For monitoring at NW-side, it should be emphasized that real time reporting is necessary to enable the gNB to identify the reason of the performance fluctuation/deterioration as soon as possible. E.g., when the throughput of UE(s) running a specific UE side model suddenly degrades, or when the throughput drops for a NW-side model, the gNB has to quickly identify the reason leading to this degradation – whether it is due to the failure of the AI/ML model(s), or due to the gNB strategies of scheduling, MU pairing, resource assignment, carrier assignment, etc. If it is the former, the gNB can disable the model immediately; if it is the latter, the gNB may need to adjust the gNB strategies of scheduling, etc. Such monitoring window would be event-triggered and does not need to be always-on in a densely periodic manner, i.e., the UE report is switched off after the monitoring window has expired. Then, overhead and power consumption of L1 signaling would not become an issue for the L1 signaling. 
Based on this discussion, we are making the following observation:
Observation 12: It is necessary to support real time UE reporting for NW-side monitoring to enable fast identification of network performance fluctuation/degradation.
· E.g., in case of performance degradation, event-triggered monitoring window can be activated so that gNB can efficiently collect data and thereby quickly identify whether the degradation is due to the AI/ML model failure.
An example is shown in Figure 3 below. Assuming 20 data samples are needed to make the monitoring decision each of which spans 80ms for beam sweeping of Set A. With L1 signaling, a monitoring window can be triggered with the length of 1600ms, i.e., the latency with L1 signaling under this case is 1.6s; for RRC signaling, in contrast, if the L3/MDT reporting interval would e.g., be configured as 1min, the latency for the gNB to obtain the monitoring data is 1min, and the overhead/power consumption is mostly the same as when using L1 signaling. Note that a L3/MDT reporting interval configured with a too small value may cause increased probability of radio-link failure (RLF) which should be avoided. 
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[bookmark: _Ref131520577]Figure 3 - Latency comparison of L1 signaling based and L3 signaling based monitoring
Based on the above discussion we are making the following observations and proposal:
Observation 13: For the container of the reported data samples in data collection, L1 signaling has lower latency and is applicable to training and monitoring, while RRC signaling has larger latency and is applicable only to training.
Observation 14: For the overhead of the reported data samples in data collection, L1 signaling can be comparable with L3 signaling as the monitoring window with L1 signaling can be triggered with an on-demand manner rather than always-on.
Proposal 20: For the potential spec impact of data collection, 
· Both L1 signaling and RRC signaling can be considered to carry the reported data samples for model training.
· At least L1 signaling should be considered for model monitoring to enable fast identification of AI/ML model performance/failure.
Enhancement on RS configurations
In previous meetings, the contents of UE report for training, inference, and monitoring have been discussed. It is observed that different contents in the UE reports may be needed for the three different procedures. 
For example, for the UE-side model, the UE reports the prediction output (beams in Set A) from the inference procedure, does not report training labels for the training procedure, and reports the calculated metrics for hybrid model monitoring (see Sec. 4.3). 
As another example, for the NW-side model, the UE reports the measurement results of Set B for the inference procedure (which includes relatively small number of RSRPs), and reports the measurement results of Set A for the training/monitoring procedure (which may include relatively large number of RSRPs). The above UE report behaviors can be differentiated by different CSI quantity configurations for the CSI report. 
In addition, for data collection of the model training/monitoring procedure, as the measured results for Set A and Set B are used as the model output and model input, respectively, the UE needs to be aware whether the configured CSI resources are applied as Set A or Set B. This can also be differentiated as CSI quantity configurations.
Similarly, for the model training/monitoring/inference procedure, the co-existence between AI/ML and legacy non-AI/ML needs to be supported, where the AI/ML-based output is subject to different contents with legacy non-AI/ML. In that sense, different UE report manners need to be considered, e.g., by differentiated CSI quantity configurations. E.g., this can be applied to differentiate the reports of measured RSRP (which may be subject to legacy non-AI/ML) and predicted RSRP (which may be subject to the output of a UE-side model).
Proposal 21: For the data collection for UE-side/NW-side AI/ML model, study how to indicate the purpose of the RS configurations to differentiate the UE report manners, e.g.,
· Differentiate the UE report manners among training, monitoring, and inference.
· Differentiate the UE report manners between Set A and Set B.
· Differentiate the UE report manners between AI/ML-based output and legacy measurement report.
Enhancement on UE report
Number of reported RSRPs
To reduce the number of reported RSRP values, the UE may only transmit a subset of all measured RSRPs from Set A, this can also minimize the size of the AI/ML model input. For example, 
· Opt.1: gNB configures a fixed number (X) of reported RSRPs among the beams in Set A; UE reports X strongest beams among the measured Set B beams
· Opt.2: gNB configures a threshold for reporting RSRPs from Set A (e.g., defined in as an absolute value or as a relative gap to the strongest beam). 
Opt.1, gives a deterministic overhead reduction, while it might be difficult to ensure a given prediction accuracy performance. Opt.2, on the other hand, can ensure the performance of the AI/ML model and still reduces the RSRP overhead in average.
Proposal 22: For the training/monitoring data collection of AI/ML model at NW side, study the methods to enable UE to feedback the RSRP labels for a subset of all measured beams in Set A to save UE report overhead.
Resolution of reported RSRP labels
The resolution for the reported RSRP for Set B is applicable to both data collection for training/monitoring and inference. On the other hand, for the resolution of the reported RSRP for labels of Set A, it needs to be justified by evaluation in 9.2.3.1 in prior in our view.
Proposal 23: For the training/monitoring data collection of NW-side AI/ML model, the motivation of introducing finer resolution for UE reported RSRP measurement results for labels in Set A may be discussed after being justified in 9.2.3.1.
Monitoring
Following general agreement has been achieved for monitoring in the RAN1#110 meeting:
	Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded


In the following, the potential spec impact to the monitoring procedure is analyzed from the aspects of performance metrics, monitoring mode for NW-side model, and monitoring modes for UE-side model.
Performance metrics
The model monitoring procedures depend on where the AI/ML model is deployed, i.e., at the NW-side or at the UE-side and on the adopted approach, for example if based on final KPIs or intermediate KPIs.
In the RAN1#112 meeting, the candidate performance metrics have been agreed but potential down-selection might still be needed.
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


Both link quality related KPIs and beam prediction accuracy related KPIs have been discussed and evaluated in 9.2.3.1. For Alt.3: performance metric based on input/output data distribution, however, there are quite limited inputs in the evaluations agenda to model and assess this metric, e.g., how the AI/ML performance is reflected by the input/output data distribution, what metrics can be adopted for evaluating the feature of monitored data (e.g., how to quantize the bias between training set and monitor set), and how to generate the distribution of data (e.g., the distribution of beam ID accuracy/1dB accuracy/L1-RSRP difference for monitored samples?), etc. 
For Alt.4, as the beam prediction accuracy in terms of L1-RSRP gap can already be well represented by the comparison between the actual RSRP of the AI/ML predicted beam and the RSRP of the genie-aided beam, there seems to be no strong motivation to consider Alt.4 with high priority. E.g., during the monitoring phase of a UE-side model, gNB can simply indicate the UE to perform a post-inference measurement on the Top-K beams which are the output of the UE-side model to obtain the actual RSRP of the predicted best beam(s) and compare with the RSRP of the genie-aided best beam(s). It should be emphasized that Alt.4 would ideally require RSRP differences to be reported from all beams, otherwise if e.g. only the RSRPs differences for the predicted Top-1/K are reported, it would be hard to judge the model performance.
To avoid being preclusive, before being evaluated at 9.2.3.1, Alt.3 and Alt.4 can be captured by “Other alternatives are not precluded” as in our following proposal, and postponed for the discussions of 9.2.3.2.
Proposal 24: The input or output data based monitoring (Alt.3), before being further discussed at 9.2.3.2, should be evaluated at 9.2.3.1, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Proposal 25: For performance metrics of AI/ML model monitoring under BM-Case1 and BM-Case2, study the following alternatives as a starting point:
· Alt.1: Beam prediction accuracy related KPIs, e.g. accuracy of predicted beam ID and/or predicted RSRP.
· Alt.2: Link quality related KPIs, e.g. throughput, L1-RSRP, L1-SINR, hypothetical BLER, etc.
Benchmarks for performance comparison
The following agreement was achieved in the RAN1#112bis-e meeting for benchmarks to be used for performance monitoring:
	Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded. 


From our view, at least three benchmarks are useful to realize with Alt.1: 
1. The genie-aided best beam which is derived as the best beam obtained by measuring Set A, and could be regarded as the upper bound. In this case, the “measuring beams of a set indicated by gNB” corresponds to the entire beams in Set A.
2. The determined beam under the non-AI/ML solution (e.g., under comparable beam sweeping overhead/latency with the AI/ML solution being monitored), which could be regarded as the lower bound and used for fallback purpose. In this case, the “measuring beams of a set indicated by gNB” corresponds to the Top-K beams achieved under the non-AI/ML solution.
3. Non-active AI/ML model, e.g. to be used for the model switching/selection purpose. In this case, the “measuring beams of a set indicated by gNB” corresponds to the Top-K beams achieved under the non-active AI/ML solution.
The upper bound can be used to determine the absolute value of the beam prediction accuracy for the AI/ML solution, while the lower bound or a non-active AI/ML solution can be used to compare the performance (including beam prediction accuracy KPI and/or link quality KPI) of the AI/ML solution; based on this relative performance to the lower bound, the NW or UE can make the decision on whether to continue the operation of the activated AI/ML model or to deactivate the undergoing AI/ML model/switch to the alternative AI/ML model which is inactive at the moment. In particular, for the BM-Case 2, the non-AI/ML benchmark can be either sample-and-hold, or other non-AI/ML-based algorithms, which is up to implementation. Having that in mind, the potential spec impact of the co-existence of AI/ML-based BM and non-AI/ML-based BM should be studied.
Based on the above discussion, we are making the following proposal:
Proposal 26: For AI/ML model monitoring for BM-Case1 and BM-Case2, support multiple benchmark realizations of Alt.1, e.g.:
· Upper bound: The genie-aided best beam(s)/RSRP(s) obtained by measuring beams of Set A.
· Lower bound: Non-AI/ML solution, to make the decision of deactivation/fallback based on the performance comparison with the AI/ML solution being monitored.
· Non-active AI/ML-model: to make the decision of switching/selection based on the performance comparison with the AI/ML solution being monitored.
An important aspect of the monitoring procedure is how to achieve efficient beam sweeping with minimized beam sweeping overhead/latency. For the comparison with the upper/lower bound benchmark(s) and the active AI/ML-model, a straightforward way would be to separately sweep Set A to derive the genie-aided Top-1 beam (i.e., upper bound), sweep beams of the alternative BM solution to derive the best beam according to the lower bound, and Top-K beams of the active AI/ML model to derive the best predicted beam, in 3 beam sweeping occasions. However, as anyway the Set A contains all beams from the codebook, it is feasible to derive the best beams for the above three solutions by using one sweeping occasion of Set A. As shown in Figure 4 below, the Top-K = 4 beams of the active model, the Top-K beams from an alternative BM solution (non-AI/ML solution or non-active AI/ML solution) and the genie-aided best beam can all be derived from the same Set A sweeping.
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Figure 4 – Measuring multiple benchmarks in one beam sweeping occasion
To achieve efficient beam sweeping for monitoring and fair comparison with the same label, it can be considered to enable the performance measurement and comparison of the active AI/ML solution and the alternative BM benchmark(s) within one beam sweeping occasion of Set A. In particular, the UE can be indicated with the pattern(s) of the alternative BM benchmark(s) to perform the comparison with the active AI/ML solution. E.g., the Top-K beams of the non-AI/ML solution/non-active AI/ML solution can be informed to the UE to measure and derive the best beam as the outcome of the non-AI/ML based BM/non-active AI/ML based BM. 
Proposal 27: For AI/ML model monitoring for BM-Case1 and BM-Case2, to achieve efficient beam sweeping for monitoring and fair comparison between the active AI/ML solution and alternative BM solution(s) (e.g., non-AI/ML or an non-active AI/ML model), study the approach to enable the performance measurement of the undergoing AI/ML solution and the alternative BM solution(s) within one beam sweeping occasion.
· E.g., gNB can configure multiple sets respectively corresponding to the undergoing AI/ML and one or more benchmark(s)/reference(s) for one beam sweeping occasion of Set A.
Regarding benchmark Alt.4, when the comparison between predicted and actual L1-RSRP only is performed for the predicted Top-1/K beam (rather than the beams in full Set A), the model performance does not seem to be well monitored. Assume for example that the model is performing badly and the predicted beams are far off from the genie-aided best beams, but their predicted L1-RSRPs still are very close the actual L1-RSRPs (for the bad beams). Then model monitoring procedure might not detect when performance is degrading. 
Observation 15: For AI/ML performance monitoring for BM-Case1 and BM-Case2, Alt.4 (Measurements of the predicted best beam(s) corresponding to model output), might not perform well when the predicted Top-1/K beams do not include the genie-aided best beam.
Reporting to the NW
For the NW-side monitoring or hybrid model monitoring, the NW needs to be aware of the performance comparison between the active AI/ML-based beam management and the benchmark(s), thus the UE reporting for the active AI/ML model and alternative BM solution can be studied for the following two aspects.
One possibility would be to represent the performance metric for the active AI/ML model and for one or multiple alternative BM solutions (e.g. non-AI/ML solution and/or non-active AI/ML solution) separately, the results could then be transmitted in the same or in different monitoring reports. Another option would be to report the gap between the active AI/ML model and alternative BM solution(s).
Proposal 28: For AI/ML model monitoring for BM-Case1 and BM-Case2, to enable the performance comparison between the undergoing AI/ML solution and an alternative BM solution (e.g., non-AI/ML or a non-active AI/ML model), the following options can be studied for the UE report:
· Option 1: Separately report the performance metrics for the undergoing AI/ML solution and the alternative BM solution.
· Option 2: Report the relative gap between the undergoing AI/ML solution and the alternative BM solution.
UE-side model
For monitoring the UE-side models under BM-Case1 and BM-Case2, further considerations are required and in RAN1#110bis-e, the following agreement has been made for different alternatives of monitoring modes:
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


When the beam prediction model is deployed at the UE side, some considerations are required as the model performance monitoring and model adaptation decision making may be located at either the UE or NW side. The different alternatives are analyzed separately in the following:
Alt.1/3: UE-side/hybrid model monitoring
For Alt.1, the decisions would be taken at the UE side. In this case it is beneficial to give the final control to the NW to grant the execution of the UEs decisions, since the UE may not be aware of all aspects impacting the AI/ML model operation, e.g., scheduling, beamforming, etc. In addition, the NW may suffer unknown performance fluctuation if the UE autonomously performs the model adaption without notifying the NW; furthermore, if the UE autonomously makes the decision to switch the model with a different input/output dimension, or makes the decision to fallback to non-AI/ML mode without telling the gNB, the previous RS configurations and the content/dimension of the expected UE report would be both misaligned between gNB and UE. Thus, the adaptation decision should be reported to NW which then will indicate UE to perform a corresponding behavior of activation/deactivation/switching/updating, etc.
Observation 16: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, it may be problematic if UE autonomously makes decisions without reporting to gNB, due to the following reasons:
· The UE may not be aware of all aspects impacting the AI/ML model operation.
· NW may suffer unknown performance fluctuation.
· gNB is not aware of the change of the model input/output if UE autonomously makes the decision of model switching/fallback, which may result in mismatched RS configurations and/or mismatched content/payload size of the expected UE report.
Proposal 29: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, the UE should report the decision to the NW, and then the NW could indicate the UE a corresponding execution of the decision.
For Alt.3, the difference to Alt.1 is the entity which is making model adaptation decisions. In Alt.3, this is the responsibility of the NW side. As the model performance monitoring is performed at the UE side, reporting of the calculated performance metric (final KPIs and/or intermediate KPIs) may be needed. The NW then determines when and how adaptation is to be performed.
For the intermediate KPI of beam prediction accuracy, the format of the reported metric can be studied, e.g., in terms of per sample metric to take the advantage of low report latency, or in terms of statistic results to take the advantage of low report overhead.
Proposal 30: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.3 hybrid model monitoring, the following metrics can be studied for UE reports
· Per sample metric, e.g., beam prediction accuracy of each data sample.
· Statistical metric, e.g., average, 5%-ile of the beam prediction accuracy, etc.
Both for Alt.1 and Alt.3 there may occur a misaligned understanding between the NW and UE on the criterion to trigger the monitoring decision or to trigger the metric report. To better align the condition of making decision/report between gNB and UE, it is beneficial for the gNB to configure the UE with a threshold criterion, e.g., in terms of final KPI of throughput/RSRP, or intermediate KPI of beam prediction accuracy, based on which the UE can make the monitoring decision for Alt.1 or perform conditional report for Alt.3.
Proposal 31: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, gNB can configure a threshold criterion (e.g., in terms of threshold throughput/L1-RSRP, or threshold beam prediction accuracy) to facilitate UE to make the monitoring decision for Alt.1 (UE-side model monitoring) or make the conditional report for Alt.3 (hybrid model monitoring).
Alt.2: NW-side Model monitoring
Following agreement could be achieved in RAN1#112:
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered


As the model is located at the UE-side, the UE reports the measurement information to the NW, and then the NW signals model adaptation decisions such as model selection/activation/deactivation/ switching/fallback operation to the UE.
The UE report under this alternative may include the inference output and the label for each data sample. E.g., the label can be the genie-aided best beam after measuring Set A, while the inference output can be predicted beam ID(s) with RSRP(s). Based on the reported information, the gNB would then calculate metrics of, e.g., beam prediction accuracy.
NW-side model
In the RAN1#111 meeting, the following agreement was achieved regarding the monitoring of the NW-side model. 
	Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.


In our view, similar as for data collection discussed for model training in Section 4.2.1, the UE reporting of measurement results for Set B and Set A is necessary for the gNB to obtain the model input and the label, so that the prediction output can be derived and compared with the label to judge the beam prediction accuracy at the gNB side. 
The same agreement that what was achieved in RAN1#112bis-e to report more than 4 RSRPs and best beam IDs can also be utilized for monitoring when the monitoring is carried out at the NW-side. 
In addition, for the signaling to facilitate the monitoring, as already raised and proposed in Sec. 4.2, we think the L1 signaling is more applicable for monitoring due to its merit of lower latency. 
Inference
The following agreement has been achieved related to AI/ML model inference in the RAN1#110 meeting: 
	Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded


Similar to our discussions in previous sections, the new UE measurement/reporting may include the already agreed larger number of RSRPs reported for Set B as the inference input, or larger number of beam IDs reported as the Top-K of inference output, etc. The enhanced signaling for configuring the AI/ML-based measurement may indicate the association between Set A and Set B, e.g., the associated Set A for a specific Set B, the mapping association between Set B beams/resources to Set A beams/resources. Any assistance information (even when implicit) should not disclose proprietary information to the other side.
Other potential impacts on inference are further elaborated in the following for the UE-side AI/ML model and for the NW-side AI/ML model.
UE-side model
In RAN1#110bis-e meeting, the following agreement was achieved on the report of the inference output of the UE-side model.
	Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information


Number of reported beam IDs/RSRPs
The following proposal was discussed during RAN1#112bis-e, but despite large support, could not be agreed in the end.
	Proposal 3.3.2: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, benefit(s), and potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· For BM-Case1: L1 reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) in one reporting instance
· For BM-Case2: L1 Reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) for each at least one of N time instance(s) in one reporting instance
· FFS: values of N (e.g., fixed or variable) 
· FFS: How to reduce the overhead
· Note1: The performance gains should be justified by considering UCI payload overhead


In our evaluations in 9.2.3.1 it is shown that it would bring significant gains in terms of beam management accuracy when the number of Top-K beams inferred by the AI/ML model is increased (e.g., up to 8 for BM Case 2 and up to 5 for BM Case 1). This model output is then further used for the post-inference finer beam sweeping following the legacy manner. This is due to the fact that a larger K value may statistically alleviate the risk of inaccurate prediction, which justifies that the UE should be able to report a larger number of predicted beam IDs. Therefore, i.e. for Top-K inference output, when K>4, the number of beam IDs to be reported should also be larger than 4. 
Another reason is the generalization performance. Under changing environments, the AI/ML output might not be so robust (which is AI/ML-specific problem as opposed to legacy BM solutions). This can be alleviated by including more candidates in the set of predicted beams. 
Additionally, the usage of more than 4 beams is already supported for the NW-side model (WA from RAN1#110bis-e, “UE to report the measurement results of more than 4 beams in one reporting instance”) and similar functionality should also be supported for a UE-side model. 
Proposal 32: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, study the potential spec impact of L1 signaling to report the predicted beam IDs of more than 4 beams in one reporting instance, because
· It improves the beam prediction accuracy
· It improves the generalization performance
· It makes the functionality symmetric with the capabilities of a NW-side model
As per our understanding of AI/ML-based beam prediction solutions discussed in the evaluations of 9.2.3.1, there are two mainstream AI/ML model output types: predicted RSRP for each beam in Set A, and predicted probability for each beam in Set A. For the UE-side model, the reported best beam ID(s) are derived after post-processing of the output RSRPs, e.g., by selecting the beam(s) with highest RSRP(s), or post-processing of the output probabilities, e.g., by selecting the beam(s) with highest probabilities. Considering the distribution of the output RSRPs/probabilities of beams in Set A may vary over time, it would be beneficial for the UE to adaptively determine the number of Top-K based on the distribution of the prediction output to achieve a trade-off between reporting overhead and prediction accuracy. E.g., if the output probabilities for 64 beams in Set A are distributed as {60%, 35%, 1%, 1%, 1%, 1%, 1%, 0, 0, …}, the UE can feedback K=2 with ~95% probability of achieving the genie-aided Top-1 in total; on the other hand, if the output probabilities in Set A are distributed as {25%, 20%, 20%, 15%, 15%, 1%, 1%, 1%, 1%, 1%, 0, 0, …}, it is more risky for the UE to only report K=2 beams (which contributes just 45% probability in total in this case) while reporting K=5 would bring a higher accuracy.
Proposal 33: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, to reduce the reporting overhead, study to report an adaptive number of beam IDs/RSRPs determined by the UE, i.e. adaptive values for the Top-K reported beams.
Based on the above discussion, we are supportive to the above proposal 3.3.2.
Necessity of reporting other information
The following agreement was achieved in RAN1#112:
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


For UE-side model reporting, it seems to us that the report of the beam ID would already provide the mandatorily needed information to the gNB to obtain the best beam information irrespective of the output type of the AI/ML model (predicted probability or predicted RSRP). On the other hand, supporting the UE to report predicted L1-RSRP could bring additional information for the gNB to perform a next round of finer beam sweeping, which also may be helpful from the performance and overhead perspective while not incurring heavy spec efforts. 
On the other hand, the confidence/probability information is not supported by the legacy UE report, and we are not clear yet about the benefits of reporting such information. The motivation should be justified by evaluations before being discussed at 9.2.3.1.
Proposal 34: For AI/ML model inference at the UE-side, the motivation of introducing the report of confidence/probability of the AI/ML output is not clear and should be postponed until evaluation results are available in 9.2.3.1.
In RAN1#112 the following agreement was made. The first bullet has already been discussed in Sec. 2.3. For the second bullet, it is our understanding that the legacy mechanism can be reused. 
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).


NW-side model
The following proposal has been up for discussion in RAN1#112bis-e, but was not agreed in the end.
	Proposal 3.2.2: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study feasibility, necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Beam indication of multiple future time instances [in one indication] for BM-Case2
· FFS: applicable for Top-1 and/or Top-K predicted beams
· Measurement reporting of multiple past time instances in one reporting instance for BM-Case2 
· Overhead reduction for the reporting of L1-RSRP measurement results 
· FFS: e.g. reporting a partial Set B, L1-RSRP quantization, compressed temporal information for BM-Case2, statistics of past measurements for BM-Case2, etc.
· Beam indication of based on unmeasured/outdated source RS Tx beam(s) for BM-Case1 and BM-Case2
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead


For the first bullet, It should be clarified what exactly is meant with the beam indication of multiple future instances. If it is the TCI states, then this should be a separate discussion in our view, since it would be applicable after the beam selection procedure has been completed. In our view, it means the indication of the Top-1/K beam predicted beams. And then the “in one indication” can be removed. For example, for Top-K beam sweeping in BM-Case 2, the NW could determine different sets of Top-K candidates for different time-instances. It is not required that these various sets are sent in one indication which could increase the payload or also could make the gNB implementation too restricted. For the current stage, we think it should be kept open whether one indication is needed or multiple indications can be used.
For the second bullet, it could be clarified about the benefits and use of reporting multiple past time instances together, before agreeing to it.
Regarding the examples given under FFS for overhead reduction, we think progress can be achieved easier if this sub-bullet is removed. 
For the last bullet, “Beam indication of unmeasured/outdated Tx beam(s) for BM-Case1 and BM-Case2”, which we think should be deleted. The reason is that the NW can configure CSI-RS according to the model output (which in case that Top-K beam sweeping anyway would be required) and the UE can then utilize this information to obtain its best suited Rx beam for the reception of a data transmission.
Based on the above discussion, we are making the following proposal:
Proposal 35: For BM-Case1 and BM-Case2 with a NW-side AI/ML model, study potential specification impact from the following additional aspects for AI/ML model inference:
· Beam candidate indication of multiple future time instances for BM-Case2
· Overhead reduction for the reporting of L1-RSRP measurement results
· FFS: Other aspects 
Number of reported RSRPs
In Sec. 4.2.4, we have discussed for the data collection in training and inference that the RSRPs for all beams of in Set A do not need to be reported. If e.g. a RSRP value for a certain beam is very low, the UE could skip its report to save UL overhead. The AI/ML-model at the NW-side could then use default RSRP values (e.g. 0) for these non-reported beams. 
The same principle can be applied for inference, not all beams of Set B need to be reported and a criterion could be defined according to which only a subset of Set B is reported.
Proposal 36: For the inference of the AI/ML model at the NW side, study methods to enable the UE to feedback the RSRP values for a subset of all measured beams in Set B to save UE reporting overhead.
Resolution of reported RSRP as model input
For the inference of the NW-side model if increasing the resolution of the UE reporting during the inference phase would bring any benefit, it would be comparable to both an AI/ML-based solution and a non-AI/ML-based solution. The measurement results could be reported more accurately which might help to select the best beam but at the cost of an increased overhead. For the training phase, on the other hand, the overhead increase might be negligible due to the low frequency of the training procedure. However, how much performance gain (if any) it would bring to adopt a finer granularity of RSRPs still needs to be justified in 9.2.3.1 before discussing the potential spec impact. The simulations results presented in our companion paper [3] compare for the inference phase ideal RSRP reports with quantized values according to the legacy mechanism and no noticeable performance difference could be observed. We are therefore making the following proposal: 
Proposal 37: For AI/ML model at the NW-side, no strong motivation to introduce finer resolution for UE reported measurement results at least for model inference.
UE capability report
Capability report for LCM procedures
AI/ML-based beam prediction should be reported based on UE capability, aspects that could be studied to be reported are for example, 
· Capability of data collection
· Capability of model training
· Capability of inference latency (e.g., timeline of predicted beam reporting)
· Capability of monitoring
· Capability of models switching
· Capability of model updating
But in general, we think that the UE capability discussion at this stage is too early and can be started after more progress has been done on the schemes themselves and the related spec impact for training, inference and monitoring.
Proposal 38: Study the potential specification impact for UE capability, including the following aspects as a starting point: 
· Data collection, model training, inference latency, monitoring, models switching, model updating. 
· Details can be discussed until further progress has been made for schemes themselves and their related spec impact.
Capability report of supported configurations for UE-side model
For the NW-side model, the gNB can naturally configure the resources for measurement as well as UE reporting based on the AI/ML model at NW-side. For the UE-side model, in contrast, the gNB is not aware of the needed configurations and input/output dimensions of the UE-side AI/ML model by nature, and therefore has no information on what the UE needs for training/monitoring/inference. Hence, the needed information for the UE-side AI/ML model operation needs to be reported to the gNB, including, e.g., the number of needed training data samples for model training/monitoring, the supported configurations of Set A and/or Set B for model training/monitoring/inference, the supported values of Top-K for inference, etc., so that gNB can accordingly configure the RS resources as well as UE reports to assist the UE side to achieve the training/monitoring/inference. Such UE report can be regarded as part of the UE capability report for per model basis or per functionality basis.
Proposal 39: For UE capability report of the UE-side model, study the UE report of supported configurations, including at least
· the number of the needed data samples for training/monitoring, 
· the supported configurations of Set A and/or Set B for model training/monitoring/inference, 
· the supported values of Top-K for inference.
Conclusion
In the paper we have discussed AI/ML based beam managements and are making the following observations and proposals:
AI/ML model settings:
Observation 1: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, indication of the associated Set A can be used to align the interpretation of the AI/ML output beam(s) from Set A between NW and UE, regardless whether the UE has measured the AI/ML output beam(s).
Observation 2: For NW-side model of DL Tx beam prediction and BM-Case 1/BM-Case 2, the association/mapping between Set B and Set A is transparent to UE.
Observation 3: For UE-side model of DL Tx-Rx beam pair prediction and BM-Case 1/BM-Case 2, the association between Set B and Set A is the same as for DL Tx beam prediction and no additional spec impact is needed on top of that.
Observation 4: For the alternatives of the relationship between Set A and Set B under BM-Case 2, Alt.3 (Set A and Set B are the same)
· Can inflict compatibility issues with non-AI/ML-based UEs
· Results into a large beam sweeping overhead during the observation phase
· May cause unnecessary high interference to cells from neighbor UEs.

Proposal 1: For the remainder of the study item, do not consider further the CIR based on Set B as model input.
Proposal 2: For BM-Case 1 and BM-Case 2, use Alt.1 (Only L1-RSRP for Set B) as a starting point for the study on AI/ML input.
Proposal 3: For the study of AI/ML model input for BM-Case 1 and BM-Case 2, if Alt.2 is to be studied where the assistance information is in forms of implicit data categorization ID: 
· The necessity and performance benefits of non-proprietary/non-privacy assistance information should be identified and evaluated firstly to justify a study of their specification impact.
· Note: implicit assistance signaling is expected to preserve privacy/proprietary information
Proposal 4: For Alt.4 for the BM-Case 1 and Alt.3 for BM-Case 2 for the AI/ML model input which are identical (using L1-RSRP for Set B and DL Tx and/or Rx beam ID): 
· These two alternatives can be studied if benefits are justified by evaluation.
Proposal 5: For the study of AI/ML model input for BM-Case 1 and BM-Case 2, consider fixed beams as a starting point. 
Proposal 6: For BM-Case1 and BM-Case2, consider following updated Alt. 1 as the baseline for the assumption on the AI/ML model output:
· Alt.1: Tx and/or Rx Beam ID(s) (including the probability for the beam to be the best beam) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the Top-N predicted beams
Proposal 7: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI/ML model monitoring from the following additional aspect on top of previous agreements for inference and training: 
· Indication of the associated Set A from NW to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable.
Proposal 8: For the model training/monitoring/inference of the UE-side AI/ML model under BM-Case1 and BM-Case2, for how to indicate the association of beams within Set A and beams within Set B: 
· Study the indication methods, e.g., indicating the CSI report/resource set ID, time offset, etc.
· Study the issue when Set A has not been swept in the local cell.
Proposal 9: For the model training/monitoring/inference of the UE-side AI/ML model under BM-Case1 and BM-Case2, for how to indicate the mapping of beams within Set A and beams within Set B: 
· Study the indication methods, e.g., in forms of the set of IDs, bitmap, etc.
· Study whether/how to indicate such mapping when Set B is a set of wide beams different from Set A.
Proposal 10: For NW-side model of DL Tx-Rx beam pair prediction and BM-Case 1/BM-Case 2, the association/mapping between Set B and Set A may need to be studied, where the Rx beam IDs for Set B and the Rx beam IDs for Set A may need to be reported to the gNB.
Proposal 11: For the study of the alternatives of the relationship between Set A and Set B under BM-Case 2,
· Prioritize the study of Alt.1 (Set A and Set B are different) and Alt.2 (Set B is a subset of Set A).
· Alt.3 (Set A and Set B are the same) can be used as a benchmark for performance comparison in evaluations.

Types of beam prediction:
Observation 5: For the beam prediction mechanisms for BM-Case1 and BM-Case2, Alt.1 (DL Tx beam prediction) is a natural replacement of the legacy P1/P2 procedure for Tx beam sweeping, and is compatible with any pattern of the Rx beams.
Observation 6: For DL Tx beam prediction when the AI/ML mode is at the UE-side, the UE needs to acquire additional types of information from the gNB side on top of legacy releases, e.g., Set B pattern, Set B and Set A association, etc.
Observation 7: For DL Tx beam prediction when the AI/ML model is at the NW-side, there is no need to introduce additional types of information other than the report of CRI/RSRP, etc., which is already supported by legacy releases.
Observation 8: For the AI/ML-based DL Tx beam prediction, non-AI/ML options can be implemented to optimize the Rx beam selection
· Opt.1: Fixed Rx beams is used for inference during P1/P2 and the Rx beam sweeping is performed to determine the Rx beam in P3
· Opt.2: A quasi-optimal DL Rx beam can be identified by sweeping the always-on SSB beams at P1 and used for Tx beam prediction at P2
· Opt.3: Exhaustive Rx beam sweeping is swept over multiple P1/P2 periods each of which predicts the best Tx beam for a specific Rx beam
Observation 9: For DL Tx-Rx beam pair prediction, additional types of beam information are needed for both NW-side model and UE-side model:
· When the AI/ML model is located at the UE side, as also for Tx beam prediction, the UE needs to acquire additional types of Tx beam information from the gNB side on top of legacy releases, e.g., Set B pattern involving Tx beams, Set B and Set A association involving Tx beams, etc.
· When the AI/ML model is located at the NW-side, the NW needs to acquire additional types of Rx beam information from the UE on top of legacy releases, e.g., Set B pattern involving Rx beams, Set B and Set A association involving Rx beams, etc.
Observation 10: For DL Tx-Rx beam pair prediction, both when the AI/ML model is located at the NW side or at the UE side, the NW may need to be made aware of the Rx beam number/pattern to interpret the reported Tx-Rx beam pair if the UE reports the Tx-Rx beam pair.

Proposal 12: The need to study spec impact for DL Tx-Rx beam pair prediction additional to DL Tx beam prediction, needs to be justified firstly in 9.2.3.1. It should be shown whether it can outperform the Tx beam prediction which also can optimize the Rx beam with non-AI/ML implementations. At least following issues should be taken into account:
· UE rotations and Rx beam blocking (when applicable)
· RSRP measurement errors
· Performance/overhead/latency
· Complexity
Proposal 13: For the beam prediction mechanisms for BM-Case1 and BM-Case2 if Alt.3 (beam pair prediction) is to be further studied, it should be studied for both NW-side AI/ML model and UE-side AI/ML model symmetrically.

Spec impact – Training:
Proposal 14: Regarding data collection for NW-side AI/ML model according to Opt.1, Opt.2 or Opt.3, support
· Configurable M1: up to 64 
· Can be used to report a sub-set of Set A or a sub-set of  Set B  
· Configurable M2: up to 256 
· Can be used to report the full Set B or the full Set A
· M3: At least 1, FFS other values
· Can be used to represent the label when model output is best beam ID
Proposal 15: Regarding data collection for NW-side AI/ML model at least the following combinations of UE reporting options are considered.
· AI/ML model output type is best beam IDs
· Set B is a subset of Set A
· Opt.3 (M3 = 1, label) + Opt.2/Opt.1 (M2 =/< size of Set B, model input)
· Opt.2 (M2 = size of Set A, label and model input retrieved at the gNB)
· Opt.2/Opt.1 (M2 =/< size of Set A, label retrieved at the gNB) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
· Set B is different from Set A
· Opt.3 (M3 = 1, label) + Opt.2/Opt.1 (M2 =/< size of Set B, model input)
· Opt.2/Opt.1 (M2 =/< size of Set A, label retrieved at the gNB) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
· AI/ML model output type is predicted RSRPs of all beams in Set A
· Set B is a subset of Set A
· Opt.2 (M2 = size of Set A, label and model input retrieved at the gNB)
· Opt.2/Opt.1 (M2 =/< size of Set A, label) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
· Set B is different from Set A
· Opt.2/Opt.1 (M2 =/< size of Set A, label) + Opt.2/Opt.1 (M2’ =/< size of Set B, model input)
Proposal 16: Regarding data collection for NW-side AI/ML support the indication of M4 measurement resources from which the M1, M2 and M3 beams can be obtained for the different reporting options.
· Note: M4 can be different for the different options and use cases.
Proposal 17: Regarding data collection for NW-side AI/ML model, study combined reporting combinations of Opt.1, Opt.2, and Opt.3 in the same report.
Proposal 18: For the data collection for model training, study how to enable the UE to measure the Set A with large number of Tx beams which may be restricted by the legacy UE capability on the maximum number of configurable RS resources.

Spec impact – Data collection:
Observation 11: Considering the low frequency of data collection and the tremendous number of sites and UEs to report the data samples, the average air-interface overhead for per UE is negligible.
Observation 12: It is necessary to support real time UE reporting for NW-side monitoring to enable fast identification of network performance fluctuation/degradation.
· E.g., in case of performance degradation, event-triggered monitoring window can be activated so that gNB can efficiently collect data and thereby quickly identify whether the degradation is due to the AI/ML model failure.
Observation 13: For the container of the reported data samples in data collection, L1 signaling has lower latency and is applicable to training and monitoring, while RRC signaling has larger latency and is applicable only to training.
Observation 14: For the overhead of the reported data samples in data collection, L1 signaling can be comparable with L3 signaling as the monitoring window with L1 signaling can be triggered with an on-demand manner rather than always-on.

Proposal 19: RAN1 to further study the potential spec impact of data collection from the following aspects:
· For reference signal, enhanced RS design can be considered, e.g., RS design for AI/ML specific RSRP measurement and enhancement of RS for improving data sample accuracy
· For UE measurement/report, new RSRP and/or CRI/SSBRI report behavior can be considered
· Data quality indicator can be considered to improve the quality of the collected data samples.
· For the signaling/configuration, signaling to trigger/configure/request data collection window can be considered.
Proposal 20: For the potential spec impact of data collection, 
· Both L1 signaling and RRC signaling can be considered to carry the reported data samples for model training.
· At least L1 signaling should be considered for model monitoring to enable fast identification of AI/ML model performance/failure.
Proposal 21: For the data collection for UE-side/NW-side AI/ML model, study how to indicate the purpose of the RS configurations to differentiate the UE report manners, e.g.,
· Differentiate the UE report manners among training, monitoring, and inference.
· Differentiate the UE report manners between Set A and Set B.
· Differentiate the UE report manners between AI/ML-based output and legacy measurement report.
Proposal 22: For the training/monitoring data collection of AI/ML model at NW side, study the methods to enable UE to feedback the RSRP labels for a subset of all measured beams in Set A to save UE report overhead.
Proposal 23: For the training/monitoring data collection of NW-side AI/ML model, the motivation of introducing finer resolution for UE reported RSRP measurement results for labels in Set A may be discussed after being justified in 9.2.3.1.

Spec impact – Monitoring:
Observation 15: For AI/ML performance monitoring for BM-Case1 and BM-Case2, Alt.4 (Measurements of the predicted best beam(s) corresponding to model output), might not perform well when the predicted Top-1/K beams do not include the genie-aided best beam.

Observation 16: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, it may be problematic if UE autonomously makes decisions without reporting to gNB, due to the following reasons:
· The UE may not be aware of all aspects impacting the AI/ML model operation.
· NW may suffer unknown performance fluctuation.
· gNB is not aware of the change of the model input/output if UE autonomously makes the decision of model switching/fallback, which may result in mismatched RS configurations and/or mismatched content/payload size of the expected UE report.
Proposal 24: The input or output data based monitoring (Alt.3), before being further discussed at 9.2.3.2, should be evaluated at 9.2.3.1, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Proposal 25: For performance metrics of AI/ML model monitoring under BM-Case1 and BM-Case2, study the following alternatives as a starting point:
· Alt.1: Beam prediction accuracy related KPIs, e.g. accuracy of predicted beam ID and/or predicted RSRP.
· Alt.2: Link quality related KPIs, e.g. throughput, L1-RSRP, L1-SINR, hypothetical BLER, etc.
[bookmark: _GoBack]Proposal 26: For AI/ML model monitoring for BM-Case1 and BM-Case2, support multiple benchmark realizations of Alt.1, e.g.:
· Upper bound: The genie-aided best beam(s)/RSRP(s) obtained by measuring beams of Set A.
· Lower bound: Non-AI/ML solution, to make the decision of deactivation/fallback based on the performance comparison with the AI/ML solution being monitored.
· Non-active AI/ML-model: to make the decision of switching/selection based on the performance comparison with the AI/ML solution being monitored.
Proposal 27: For AI/ML model monitoring for BM-Case1 and BM-Case2, to achieve efficient beam sweeping for monitoring and fair comparison between the active AI/ML solution and alternative BM solution(s) (e.g., non-AI/ML or an non-active AI/ML model), study the approach to enable the performance measurement of the undergoing AI/ML solution and the alternative BM solution(s) within one beam sweeping occasion.
· E.g., gNB can configure multiple sets respectively corresponding to the undergoing AI/ML and one or more benchmark(s)/reference(s) for one beam sweeping occasion of Set A.
Proposal 28: For AI/ML model monitoring for BM-Case1 and BM-Case2, to enable the performance comparison between the undergoing AI/ML solution and an alternative BM solution (e.g., non-AI/ML or a non-active AI/ML model), the following options can be studied for the UE report:
· Option 1: Separately report the performance metrics for the undergoing AI/ML solution and the alternative BM solution.
· Option 2: Report the relative gap between the undergoing AI/ML solution and the alternative BM solution.
Proposal 29: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, the UE should report the decision to the NW, and then the NW could indicate the UE a corresponding execution of the decision.
Proposal 30: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.3 hybrid model monitoring, the following metrics can be studied for UE reports
· Per sample metric, e.g., beam prediction accuracy of each data sample.
· Statistical metric, e.g., average, 5%-ile of the beam prediction accuracy, etc.
Proposal 31: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, gNB can configure a threshold criterion (e.g., in terms of threshold throughput/L1-RSRP, or threshold beam prediction accuracy) to facilitate UE to make the monitoring decision for Alt.1 (UE-side model monitoring) or make the conditional report for Alt.3 (hybrid model monitoring).

Spec impact – Inference:
Proposal 32: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, study the potential spec impact of L1 signaling to report the predicted beam IDs of more than 4 beams in one reporting instance, because
· It improves the beam prediction accuracy
· It improves the generalization performance
· It makes the functionality symmetric with the capabilities of a NW-side model
Proposal 33: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, to reduce the reporting overhead, study to report an adaptive number of beam IDs/RSRPs determined by the UE, i.e. adaptive values for the Top-K reported beams.
Proposal 34: For AI/ML model inference at the UE-side, the motivation of introducing the report of confidence/probability of the AI/ML output is not clear and should be postponed until evaluation results are available in 9.2.3.1.
Proposal 35: For BM-Case1 and BM-Case2 with a NW-side AI/ML model, study potential specification impact from the following additional aspects for AI/ML model inference:
· Beam candidate indication of multiple future time instances for BM-Case2
· Overhead reduction for the reporting of L1-RSRP measurement results
· FFS: Other aspects 
Proposal 36: For the inference of the AI/ML model at the NW side, study methods to enable the UE to feedback the RSRP values for a subset of all measured beams in Set B to save UE reporting overhead.
Proposal 37: For AI/ML model at the NW-side, no strong motivation to introduce finer resolution for UE reported measurement results at least for model inference.

Spec impact – UE capability report:
Proposal 38: Study the potential specification impact for UE capability, including the following aspects as a starting point: 
· Data collection, model training, inference latency, monitoring, models switching, model updating. 
· Details can be discussed until further progress has been made for schemes themselves and their related spec impact.
Proposal 39: For UE capability report of the UE-side model, study the UE report of supported configurations, including at least
· the number of the needed data samples for training/monitoring, 
· the supported configurations of Set A and/or Set B for model training/monitoring/inference, 
· the supported values of Top-K for inference.
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