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Introduction
In this contribution, we focus on the evaluations of AI/ML-based beam management (BM), including the EVM and evaluation results for spatial domain (BM-Case 1) and temporal domain (BM-Case 2) beam prediction. We continue the discussion based on the Chairman’s notes [1] and Feature Lead summary [2] from last meeting. 
Evaluation methodology for beam prediction
Generic EVM for beam prediction
Beam prediction mechanisms
DL Tx beam prediction
AI/ML-based DL Tx beam prediction can be seen as a natural replacement of the legacy P-1/P-2 procedures for Tx beam sweeping, and it is compatible with different numbers/patterns of Rx beams. It should also be noted that as described in detail in Section 3.1, it can be used together with different options of legacy Rx beam sweeping to achieve the optimal Tx-Rx beam combination (e.g. sweeping in P3, using a quasi-optimal best fixed beam or exhaustive sweeping).
For the evaluation of DL Tx beam prediction, the performance should be compared with suitable benchmarks. A first baseline scheme that can be regarded as the lower performance bound is the legacy beam sweeping with the same overhead as the AI/ML-based scheme. In this approach the same number of beams as in Set B is swept in P-1, but the beams for second round sweeping (e.g. K beams) have fixed positions relatively to the best reported Tx beam from P-1. A second baseline scheme, which can be seen as the upper performance bound with larger overhead than the AI/ML-based approach, is to employ exhaustive beam sweeping over all available beams. 
Observation 1: For the AI/ML-based beam prediction mechanism, DL Tx beam prediction may achieve optimized Tx-Rx beam combination by DL Tx beam prediction and legacy Rx beam sweeping.
DL Tx-Rx beam pair prediction
DL Tx-Rx beam pair prediction is more complicated than DL Tx beam prediction since the gNB and UE need to mutually exchange information, the details are analyzed in Section 3.2. In addition, how much additional performance gain (if any) over Tx beam prediction could be seen needs to be justified, since for Tx beam prediction, optimized Tx-Rx beam pair can also be obtained by legacy Rx beam sweeping. 
For the evaluation of DL Tx-Rx beam pair prediction, the performance should also be compared with two benchmarks. A first baseline scheme is the non-AI/ML solution with legacy Tx beam sweeping plus legacy Rx beam sweeping with the same overhead as the AI/ML solution. As a second baseline scheme, to justify performance gain over AI/ML-based DL Tx beam prediction, it can be considered to adopt the AI/ML-based DL Tx beam prediction plus the legacy Rx beam sweeping, so that the particular gain of involving Rx beams in the prediction can be observed.
In our understanding, DL Tx beam prediction is straightforwardly applicable for UE-side and NW-side deployment; for DL Tx-Rx beam pair prediction, it can be applicable also for both UE-side and NW-side, if the Tx/Rx beam number/pattern are known by the opposite node. 
[bookmark: _Ref118537724]Proposal 1: For the evaluation of AI/ML-based beam prediction mechanism, 
· DL Tx beam prediction should be considered as the starting point.
· Both Case A (best Rx beam) and Case B (same specific Rx beam) can be adopted and reported by companies.
· Tx-Rx beam pair prediction can be also evaluated to justify potential additional performance gain over Alt.1.
[bookmark: _Ref118537752]Proposal 2: For evaluation of DL Tx beam prediction, the following two baselines can be considered:
· Baseline 1: A lower performance bound obtained by non-AI/ML-based legacy sparse beam sweeping with the same overhead as the AI/ML-based approach.
· Baseline 2: An upper performance bound obtained from exhaustive beam sweeping over all available beams in Set A.
Proposal 3: For evaluation of DL Tx-Rx beam pair sweeping, the following two baselines can be considered:
· Baseline 1: Non-AI/ML solution with legacy Tx beam sweeping plus legacy Rx beam sweeping, to justify the performance gain over non-AI/ML.
· Baseline 2: AI/ML-based DL Tx beam prediction plus the legacy Rx beam sweeping, to justify the performance gain over DL Tx beam prediction.
KPI on prediction accuracy
In the RAN1#112 meeting, following agreement was achieved to clarify the definitions of beam prediction accuracy and the Top-1 genie-aided Tx beam for DL Tx beam and for DL Tx-Rx beam pair prediction.
	Agreement
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam is defined as
· Option A (baseline): the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B(optional), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair is defined as
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Other options are not precluded and can be reported by companies. 
· Note: This is only for evaluation discussion


For the definition of the Top-1 genie-aided beam, both for DL Tx beam and for DL Tx-Rx beam pair prediction we have used Option A in the evaluations shown in this paper.
Regarding the FFS on the “specific Rx beam”, it means in our understanding that one fixed Rx beam is used for DL beam (pair) prediction per model input sample.
[bookmark: _Ref118537770]Proposal 4: For DL Tx beam prediction, for Option B, it should be clarified that the specific Rx beam is interpreted as the one fixed Rx beam per model input sample.
Different types of labels
In RAN1#112bis-e the following agreement was achieved regarding the performance evaluation with respect to different labels.
	Agreement
· For AI/ML in beam management, further study performance with different types of label, considering the following:
· Option 1a: Top-1 beam(pair) in Set A
· Option 1b: Top-K beam (pair)s in Set A
· Option 2a: L1-RSRPs per beam of all the beams(pairs) in Set A 
· Option 2b: Top-K beam(pair)s in Set A and the corresponding L1-RSRPs 
· Option 2c: Top-1 beam(pair) in Set A and the corresponding L1-RSRP
· Other options are not precluded and can be reported by companies. 


Most companies have used Option1a in their evaluations, which is the mainstream approach and which is sufficient in our view for the classification approach. Option 1b does not seem to be needed, we do not expect performance gains compared to Option 1a, but on the other hand there might be additional spec impact if this options would be supported. 
For Option 2a seems feasible if the model output is the predicted RSRP. For Option 2b and Option 2c the benefit is to reduce the UCI overhead, but as Option 2c considers RSRP for only one beam, the efficiency of label collection is quite low. Since a large number of companies have presented results so far for using the best beam ID as label, we suggest that if companies evaluate options, at least Option 2a should be included for better alignment across companies.
Selection of Set A
The following agreement was made for the number of beams:
	Agreement
· For the evaluation of both BM-Case1 and BM-Case2, 32 or 64 downlink Tx beams (maximum number of available beams) at NW side. 
· Other values, e.g., 256, etc, are not precluded and can be reported by companies.
· For the evaluation of both BM-Case1 and BM-Case2, 4 or 8 downlink Rx beams (maximum number of available beams) per UE panel at UE side. 
· Other values, e.g., 16, etc, are not precluded and can be reported by companies.


For the construction of Set A, one example is to use a 32-DFT or 64-DFT codebook. The main motivation when choosing this approach is to employ AI/ML to enable sparse beam sweeping with low overhead and low power consumption, with the benefit of increasing the beam selection accuracy compared to the legacy method. Another option would be to increase the size of Set A to 256 beams by using a denser beam sweeping codebook. By doing so, the angular resolution of the Tx beams is refined, but the beam width and gNB antenna configuration compared to 32/64 beams is not changed. The AI/ML model infers the Top-K subset from the 256 dense beams to perform beam sweeping at P-2/3. Due to the more precisely selectable beam direction, this achieves better coverage than the legacy exhaustive 64 Tx beam sweeping as long as the AI/ML inferred Top-K beams are accurate.
It should be noted that from gNB configuration and AI/ML model both options are very similar. They use the same number of gNB antennas, perform the same sparse beam sweeping and use the same procedure to infer the Top-K beams out of Set A.
[bookmark: _Ref118538360][bookmark: _Ref115430371]Observation 2: Using 256 beams in Set A constructed from a dense codebook increases the angular resolution compared to a 64-DFT codebook, while the same sparse sweeping procedure for inference and gNB configurations can be applied.
[bookmark: _Ref118537802]Proposal 5: To assess the RSRP gains achievable with 256 Tx beams compared to Exhaustive 64 beam sweeping, companies are encouraged to evaluate a dense codebook with overlapping beams for the construction of Set A.
[bookmark: _Ref127037537]Selection of Set B
Different options for Set B have previously been discussed (fixed patterns, multiple pre-configured and variable patterns). The fixed Set B is applicable for the NW-side model, or for the UE-side model given the model is also trained with that fixed Set B. In the previous meeting it was agreed that companies should further study the performance of different fixed patterns and different pre-configured beam patterns in Set B. 
One issue here is the maximum number of pre-configured sets that could be used in evaluation. When Set B is fixed across training and inference (i.e., Option 1), the AI/ML model can converge more easily, thus resulting into a better performance than when using a variable Set B. Using multiple pre-configured Set B during training, will lead to performance degradation compared to a fixed Set B but on the other hand enhances the generalization performance. The more pre-configured Set Bs would be used during training, the slower the AI/ML model converges which worsens the performance. Additionally, for pre-configured Set Bs it should also be clarified that the beam sweeping pattern is elaborately designed in general, and the gNB would not arbitrarily change the beam sweeping set in the realistic network, especially considering Set B also takes the role of beam sweeping over legacy UEs for backward compatibility. That is to say, even if there may be more than one variable Set B pattern, it should not be considered as a random pattern, but rather designed as a limited set of pre-configured patterns. For example, assuming the 64 Tx beams of Set A, the pre-configured Set B patterns may be 5 interlaced (and possibly partially overlapping) patterns with 16 beams each. In that sense, the UE could mix multiple pre-configured Set B patterns during training, and a generalized performance can be achieved during the inference. Based on this discussion we make the following observation and proposal:
[bookmark: _Ref115430617]Observation 3: If multiple pre-configured Set Bs are used for training, it is more realistic for the gNB to select a limited number.
[bookmark: _Ref115430383]Proposal 6: For BM-Case-1 and Case-2, for the selection of Set B, consider Set B is fixed across training and inference as a starting point.
· If multiple pre-configured patterns are evaluated, their maximum number should be limited, e.g. to 5.
EVM for beam prediction in spatial domain
Overhead for spatial domain beam prediction
The following agreement could be achieved for the reporting of the RS overhead reduction.
	Agreement
· For the evaluation of the overhead for BM-Case1, adoption the following metrics:
· RS overhead reduction, 
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Companies report the assumption on additional measurements


Option 1 is applicable for one round of inference and only takes the ratio between beams in Set B and Set A into account. It is for example not possible to consider subsequent Top-K sweeping in case the AI/ML model would infer more than one candidate from Set A and it is also not possible to compare overhead reduction of schemes with different sizes in Set A. For certain model settings Option 1 could indicate significant overhead reduction for obviously infeasible schemes like the following example: assume for Set B = 1 beam, Set A = 64 beams, and Top-K is as large as Set A of 64 beams. The prediction accuracy of this setting would then be 100% and the overhead reduction would be more than 98%! Option 2, on the other hand, is inclusive and allows a fair comparison of various schemes with different settings of Set A and Set B, as well as comparing different numbers of Top-K candidates. We would therefore like to encourage companies to use Option 2, either as the only metric or as a complement to Option 1.
[bookmark: _Ref118538193]Proposal 7: For the evaluation of the overhead reduction for BM-Case1, Option 2 is preferred because it takes all related processing for the beam management procedure into account.
· If Option 1 is used, Option 2 should be reported as a complement.
EVM for beam prediction in temporal domain
Following the illustration in Figure 1 below, in temporal beam prediction, historical information is collected during an observation window (T1) consisting of N instances each of which includes beam sweeping for Set B, and M sets of Top-K beams are inferred by the AI/ML model to be separately used for P-2 sweeping in M instances during the prediction window (T2).
 [image: ]
[bookmark: _Ref110618044][bookmark: _Ref110618033]Figure 1. Diagram of the temporal domain beam prediction
[bookmark: _Ref115173066][bookmark: _Ref111192911]UE trajectory modeling
Regarding the UE trajectory, we prefer Option#4 (i.e., Random direction straight-line trajectories) as a starting point. In that option the UE is dropped randomly in the cell and the initial moving direction is also randomized. This model better matches the outdoor vehicle with straight & fast moving behavior. Other options may be also considered in the verification of the generalization scenarios.
[bookmark: _Ref111192924]Proposal 8: For the evaluation of temporal domain beam prediction, Option 4, i.e., random direction straight-line trajectories for randomly dropped UEs, should be considered as the starting point.
The key component to support temporal domain beam prediction is the spatial consistency. In this paper, we consider procedure B in TR38.901 which updates all small scale parameters and large scale parameters along with the trajectory.
[bookmark: _Ref129681832]Evaluations for spatial domain beam prediction
DL Tx beam prediction
General principle
Figure 2 below provides a flow chart to illustrate how the AI/ML-based BM could be operated. In the outlined approach, the NW-side AI/ML model for DL Tx beam prediction is considered where the AI/ML model is assumed to be trained and performing inference at the gNB side. For the AI/ML training phase, the gNB performs beam sweeping over sparse beams in both Set B (narrow or wide beams) and Set A, and the UE feeds back the L1-RSRPs of the sparse beams of Set B and the optimal beam ID over the full beam set (i.e. from Set A) to the gNB for training. For inference, the gNB will sweep the sparse beams for the 1st round sweeping (e.g., 16 beams), and the UE will report the corresponding L1-RSRPs for all the measured sparse beams to the gNB for inferring the Top-K beams. CSI-RS beam sweeping based on the inferred Top-K beams will then be carried out in the 2nd round sweeping of P-2 as in the legacy system, and the optimal Tx beam from the Top-K beams will then be fed back from the UE. 
The Tx beam sweeping/prediction procedure can be performed for each Rx beam, so that the globally best Tx beam is reported after sweeping all Rx beams, or it can be performed with a fixed/“best” Rx beam, potentially with subsequent processing to select the best Rx beam. Both methods will be described and evaluated in more detail in the following sub-sections.
[image: ]
[bookmark: _Ref102039974]Figure 2. Flow chart for AI/ML-based spatial domain beam management
In our view DL Tx beam prediction is the most straightforward way and should be studied further with highest priority. In the legacy beam management procedure, P-1/P-2 are used for Tx beam sweeping, while P-3 configured with repetition is used for Rx beam sweeping. AI/ML based DL Tx beam prediction is a natural replacement of the legacy processing during P-1 and P-2 and can be integrated into the existing procedure. The Rx beams used by the UE are implementation specific and may vary over time and differ between different UEs. Therefore, in contrast to Tx-Rx beam pair prediction, the Tx beam prediction is simpler and more flexible, as the Tx beam prediction procedure remains the same regardless the used Rx beam number/pattern of a given UE. 
Rx beam determination
For the determination of the corresponding Rx beam there are several possible options/implementations. They depend on whether the AI/ML is deployed at the NW-side or the UE-side and whether Set B consists of sparse or narrow beams.
A first possibility (Option 1) is that the UE measures the sparse beams being transmitted from the gNB with a fixed Rx beam. This is illustrated in Figure 3 below. For a NW-side model, the UE would report back the corresponding measured RSRPs and for a UE-side model, it would indicate the Top-K Tx beams. The following steps are then identical and independent from the deployment side of the AI/ML-model: The obtained Top-K candidates are swept by the gNB and measured by the UE to determine the best DL Tx beam. Here it should be noted that the best Tx beam in fact only might be the best Tx beam for the specific Rx beam that has been used by the UE for Tx beam selection. Once, the Tx beam has been decided in P-2, it can be transmitted with repetition in P-3 so that the UE can determine the best Rx beam for this specific Tx beam. It is not for sure, however, that the best Tx-Rx beam pair resulting from this operation always corresponds to the best global beam pair. The benefit of this operation is its short latency and little overhead.
	[image: ]


[bookmark: _Ref127118279][bookmark: _Ref124755786]Figure 3. UE measures the narrow Tx beams with a fixed Rx beam (Option 1)
Another possibility (Option 2) which also has short latency and low overhead. The gNB performs a wide beam sweep over multiple SSB periods; since the SSB signals are always-on to support the initial access and legacy UEs, it is not counted into the beam sweeping overhead. The UE can then obtain the best suited Rx beam, namely quasi-optimal Rx beam, after sweeping each wide Tx beam and can use this Rx beam for RSRP measurement of sparse beams during inference. In case the AI/ML model is at the NW-side, the UE would report the measurement RSRPs back to the gNB where the AI/ML model then infers the Top-K narrow beams. In case the AI/ML model is on the UE side, the UE would infer the Top-K narrow beams and indicate these beam ID(s) to the gNB. This procedure is illustrated in the figure below. Regardless of the AI/ML model deployment side, the following steps are then again identical. The gNB sweeps the Top-K narrow beams (CSI-RS based). The UE can still use the previously identified quasi-optimal Rx beam also for measurement of the Top-K narrow beams and it can then report back the Top-1 narrow Tx beam. Assuming that the used Rx beam already was good enough (quasi-optimal beam based on wide beam measurement), the P-3 phase could be either skipped or adopted for refining the Rx beam. This is up to implementation and therefore P-3 is shown in brackets in Figure 4.
	  [image: ]


[bookmark: _Ref127118560][bookmark: _Ref124778602]Figure 4. UE measures the wide Tx beams with a quasi-optimal Rx beam (Option2)
It should be noted that the wide beam measurements also can be incorporated into Option 1 for finding a suitable Rx beam based on the QCL relationship. Thus, also when Set B is a subset of Set A, the UE does not need to blindly take a fixed Rx beam but can make a qualified assumption based on measurements of the wide SSB beams. This possibility would be a hybrid approach between Option 1 and Option 2.
A third possibility (Option 3) would be to perform Tx and Rx beam determination simultaneously during P-1/P-2. In principle this would mean that Option 1 is carried out multiple rounds and during each round Set B is measured with a different but fixed Rx beam, which then eventually will represent an exhaustive Rx beam search. This is illustrated in Figure 5 below. The gNB receives the measured RSRP and the Top-1 beam indication for each round for Top-K sweeping. It does not need to know which specific Rx beam the UE has used. After the UE has measured Set B with all different Rx beams, the gNB simply needs to select the Tx beam that corresponds to the highest reported RSRP from all the Top-K sweeping rounds and the UE can re-use the Rx beam it had applied for this measurement.
	[image: ]


[bookmark: _Ref127118655][bookmark: _Ref125038446]Figure 5. UE measures the narrow Tx beams for several rounds with different Rx beams (Option 3)
Based on the above discussion, we make the following observation for the Rx beam selection possibilities when the AI/ML model is inferring the Top-K Tx beams.
Observation 4: For the Rx beam selection in case of AI/ML-based DL Tx beam prediction there are various implementation options to optimize the Rx beam to trade latency, overhead and RSRP performance, e.g.,
· Option 1: Fixed Rx beams is used for inference during P-1/P-2 and the Rx beam sweeping is performed to determine the Rx beam in P-3.
· Option 2: A quasi-optimal DL Rx beam can be identified by measuring the always-on SSB beams at P-1 and used for Tx beam prediction at P-2.
· Option 3: Exhaustive Rx beam sweeping is swept over multiple P-1/P-2 rounds each of which predicts the best Tx beam for a specific Rx beam.
DL Tx-Rx beam pair prediction
One difference between Tx beam prediction and Tx-Rx beam pair prediction is the construction of Set A and Set B. Whereas for Tx beam prediction Set A and Set B only consist of Tx beams, in the case of DL Tx-Rx beam pair prediction, they consist of Tx-Rx beam pairs as illustrated in Figure 6 below for the example that the Tx beams in Set B are narrow CSI-RS based beams.
	[image: ]


[bookmark: _Ref127118778][bookmark: _Ref125050787]Figure 6. Tx-Rx beam pair combinations as AI/ML model input and output
The potential benefit of Tx-Rx beam pair prediction is to reduce the need for sub-sequent Rx beam sweeping after inference, while still being able to identify the best global DL Tx-Rx beam pair. But extending Set A and Set B from Tx beams to Tx-Rx beam pairs also increases the complexity of the AI/ML model significantly. For example, assume that the gNB can select its Tx beams out of 64 narrow beams and the UE has 8 Rx beams available. Set A would then consist of 64 Tx * 8 Rx = 512 Tx-Rx beam pairs. For Set B assume that the gNB will sweep 16 sparse beams out of the available 64 Tx beams and the UE will measure these Tx beams with 4 out of its 8 available Rx beams. Set B will then consist of 16 Tx * 4 Rx = 64 Tx-Rx beam pairs. Similar to the Top-K inferred beams for Tx beam prediction, the AI/ML would infer the Top-K Tx-Rx beam pairs for DL, but at least the output sizes of the AI/ML model are substantially larger. From 64 as for DL Tx beam prediction, 512 would be needed for this example. Based on this discussion we can make the following observation. 
Observation 5: In case of DL Tx-Rx beam pair prediction, Set A of the AI/ML model consists of beam pairs and is expected to be significantly larger than for DL Tx beam prediction.
In the Figure 7 below a possible realization of DL Tx-Rx beam pair prediction is shown when the AI/ML model is implemented at the gNB side and when it is implemented at the UE side.
	 [image: ]


[bookmark: _Ref127118881][bookmark: _Ref125052622]Figure 7. AI/ML for DL Tx-Rx prediction at gNB side and at UE side 
Example for DL Tx-Rx beam pair prediction implemented at the gNB side
· In P-1, the gNB is sweeping the sparse Tx beams (for example the sparse narrow beams) which are the Tx part of Set B.
· Also in P-1, the UE is measuring the Tx beams with the set of Rx beams that are Rx part of Set B. The RSRPs for the Tx beams with the corresponding Rx beams are reported to the gNB. Based on this information, the Top-K Tx-Rx beam pairs out of Set A are inferred at the AI/ML model. It is assumed that the AI/ML model has been trained with all possible Rx beams which are the Rx part of Set A.
· In P-2, the Tx beams from the Top-K beam pairs are sent to the UE together with corresponding information about the Rx beam the UE is suggested to use.
· Also in P-2, UE measures the Top-K beam pairs and reports back the Top-1 Tx beam.
· P-3 is not needed, since the Tx and Rx beam have been determined in P-2.
Example for DL Tx-Rx beam pair prediction implemented at the UE side
· Initially the UE is reporting its capability on the supported Set B Set A, this is needed in order to inform the gNB what Tx beams it should transmit. The Tx beams to be transmitted by gNB and the Rx beams reported by UE constitute the Tx-Rx beam pairs in Set B.
· Also in P-1, the gNB will perform the Tx beam sweeping and the UE measures the Tx beams with specific Rx beams to generate the measurement results of all beam pairs in Set B. Based on this information, the AI/ML model will then infer the Top-K Tx-Rx beam pairs from Set A.
· In P-2, the inferred Top-K Tx beams together with the corresponding Rx beam information are signalled to the gNB.
· It should be noted that it would be sub-optimal if the gNB only would get indicated about the Tx beams it should use for Top-K sweeping and that the Rx beam information stays at the UE side. Then the gNB had no idea how many times a certain Tx beam would be measured with different Rx beams after inference and it could therefore not know how many times to repeat each of the Tx beams.
· As final step in P-2, the Top-1 Tx-Rx beam pair is determined after the measurement of Top-K beam pairs and the Tx beam ID indicated to the gNB.
As it can be seen from the discussion above, signaling for DL Tx-Rx prediction is symmetrical depending on whether the AI/ML model is implemented at the gNB side or at the UE side. If AI/ML based beam pair prediction should be evaluated further, there are similar issues to be addressed for both deployment sides. We are therefore making the following proposal.
Proposal 9: If DL Tx-Rx beam pair prediction is evaluated further, since the effort for required impact on signaling between gNB and UE is similar for UE-side and NW-side AI/ML deployment, both UE-side model and NW-side model should be given the same priority during the evaluations.
Description of the AI/ML model
The AI/ML model related parameters for spatial domain beam prediction are given below.
Table 1. AI/ML model and training parameters for spatial domain beam prediction
	Parameter
	Value

	AI/ML (NN) model architecture type
	Convolutional Neural Network (CNN)

	AI/ML Model inputs and outputs
	Input: L1-RSRP, output: Top-K beams with highest probability

	Training/Testing dataset
	Dataset size
	45000/5000 samples

	
	Model validity area
	Trained for single sector

	Loss function
	Cross entropy (CE) loss, supervised learning, genie-aided Top-1 beam ID as label

	Activation function
	ReLu/Leaky ReLu

	Normalization
	Batch normalization

	Optimizer
	Adam

	Number of Epochs
	100

	Learning rate
	Starting at 0.001 with certain LR scheduler setting


Simulation results for beam (pair) prediction in spatial domain
System level simulations are performed for spatial domain beam prediction in this section. The AI/ML model performance together with the baseline scheme for spatial domain beam prediction is given in the following of this section. Regarding the baseline solutions, both options proposed in RAN1#109-e have been considered as the upper and lower bounds, respectively. Then, DL Tx beam prediction is evaluated for different assumptions on the Rx beam and for fixed and pre-configured Set Bs.
[bookmark: _Ref101955953][bookmark: _Ref111143692]DL Tx beam prediction based on sparse sweeping and 64-DFT codebook
AI/ML scheme and baselines for comparison
According to Table 2 shown below, AI/ML schemes are simulated for different numbers of Top-K beams and compared with two non-AI/ML schemes. Option 1 (measuring all RS or all beams of Set A) and Option 2 (measuring RS of Set B) in RAN1#109-e are both considered as baselines.
· Exhaustive 64 (Option 1), is the exhaustive beam sweeping over all 64 Tx beams, which can be regarded as the upper performance bound; with this method, the gNB will always get the genie-aided Top-1 beam. It gives the best performance but also requires the largest overhead and power consumption. 
· Baseline (Option 2), is the traditional sparse beam sweeping under non-AI/ML, where 16 sparse Tx beams are swept at P-1, and after the UE feeds back the optimal P-1 beam ID, the gNB will determine the Tx beams for P-2 to include this optimal P-1 beam as well as its 4 fixed neighboring beams; this is to align the overhead and to compare the accuracy with the AI/ML-based approach under K=5. In addition, the optimal P-1 beam directly applied to without P-2 sweeping is also provided to align the overhead with AI/ML-based K=1.
· AI/ML-based approach, where the inference output of Top-K Tx beams are swept for P-2. K = 1, 3, and 5 are considered, where K=5 can be regarded to align the overhead with the Baseline scheme. Different options to select the suitable Rx beam are applied for these simulations.
[bookmark: _Ref101955388]Table 2. Schemes for evaluating the 64-DFT codebook Type
	Schemes
	P-1
	P-2/3

	Exhaustive 64 
(Option 1)
	64 beams
Exhaustive sweep
	Optimal beam
	

	Baseline
(Option 2)
	16 beams
Sparse beam sweep
	One best measured beam [and 4 fixed neighbors]
	

	AI/ML
	16 beams
Sparse beam sweep
	Predicted Top-K beams from 64 narrow beams
	


Evaluation of the fixed Set B with exhaustive Rx beam selection
This sub-section provides the evaluation results for fixed Set B as discussed in Section 2.1.5.
The simulation results are shown in Table 3 below. The Rx beam has been obtained from and exhaustive sweep. It can be seen that the performance gap between the upper (Option1) and lower bound (Option 2) baselines is large is large. The lower bound only achieves a prediction accuracy of 55.3%, i.e. there is only a 55.3% chance that the optimal beam is included in the Top-5 candidates that are identified with the legacy method. The performance gap compared to the upper bound Exhaustive 64 is significantly narrowed when the AI/ML-based approach is taken instead. With the same overhead as the baseline (i.e. K=5), AI/ML can achieve a prediction accuracy as high as 94.95%. Additionally, even when the AI/ML model is configured to infer fewer beam candidates than the legacy baseline, i.e. K=1 or K=3, its performance is still better.
[bookmark: _Ref110512540]Table 3. KPIs for AI/ML model performance for spatial domain beam prediction with 64-DFT
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams

	
	Baseline scheme
	Lower bound baseline: non-AI/ML beam selection (16SSB + 5 CSI-RS)
Upper bound baseline: exhaustive beam sweeping

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	-Evaluation results
[With AI/ML / baseline]
	Prediction Accuracy [%] 
	[Beam prediction accuracy (%)] Narrow beam Set B
	AI Top-1
	75.4

	
	
	
	AI Top-3
	94.1

	
	
	
	AI Top-5
	97.5

	
	
	[Beam prediction accuracy (%)] Wide beam Set B 
	AI Top-1
	55.3

	
	
	
	AI Top-3
	85.3

	
	
	
	AI Top-5
	93.5

	
	
	Lower bound baseline 
	Top-1
	29.4

	
	
	
	Top-5
	61.3

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	[Beam prediction accuracy (%)] Narrow beam Set B
	AI Top-1
	81.5

	
	
	
	AI Top-3
	96.1

	
	
	
	AI Top-5
	98.6

	
	
	[Beam prediction accuracy (%)] Wide beam Set B 
	AI Top-1
	57.5

	
	
	
	AI Top-3
	89.5

	
	
	
	AI Top-5
	97.3

	
	
	Lower bound baseline
	Top-1
	34.3

	
	
	
	Top-5
	65.4

	
	Average L1-RSRP Diff [dB] vs Exh 64
	Narrow beam Set B
	AI Top-1
	-0.5968

	
	
	
	AI Top-3
	-0.1228

	
	
	
	AI Top-5
	-0.0364

	
	
	Wide beam Set B
	AI Top-1
	-1.0501

	
	
	
	AI Top-3
	-0.1027

	
	
	
	AI Top-5
	-0.0489

	
	
	Lower bound baseline
	Top-1
	-1.5428

	
	
	
	Top-5
	-1.0260

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead\]
	AI Top-1
	75

	
	
	
	AI Top-3
	70.31

	
	
	
	AI Top-5
	67.19

	
	
	
	Top-5
	67.19


The simulation results are also illustrated in Figure 8 below where the CDF of the prediction accuracy is shown for various L1-RSRP differences. It can clearly be seen that all AI/ML-based approaches outperform the Baseline and that as larger the value of K is chosen, the better is the prediction result of the AI/ML-based method.
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[bookmark: _Ref110522972]Figure 8. CDF of L1-RSRP difference of Top-K prediction beam for 64-DFT codebook
Based on the above discussion we make the following observations:
Observation 6: For spatial domain beam prediction, AI/ML-based schemes under the 64-DFT codebook outperform the legacy approach in most of the cases in terms of beam selection accuracy, e.g.,
· AI/ML-based Top-5 prediction reaches almost the upper performance bound with a prediction accuracy of 94.95% but with an overhead reduction of 67.17%. On the other hand, for the same overhead reduction, the established legacy Baseline approach can only achieve a prediction accuracy of 55.3%
· With AI/ML-based Top-3 prediction, the overhead compared to the legacy Baseline approach can be further reduced by another 8%, while the prediction still is much higher (89.2% as opposed to 55.3%)
Observation 7: For spatial domain beam prediction, AI/ML-based schemes under the 64-DFT codebook outperform the legacy approach in most of the cases in terms in terms of average L1-RSRP difference, e.g.,
· For AI/ML-based Top-5 prediction, the L1-RSRP difference compared to genie-aided beam prediction in Exhaustive 64 is as low as 0.03 dB, with an overhead reduction of 67.17%. On the other hand, for the same overhead reduction, the established legacy Baseline approach can only achieve an average L1-RSRP difference of 1.02dB
· With AI/ML-based Top-3 prediction, the overhead compared to the legacy Baseline approach can be further reduced by another 8%, while the average L1-RSRP difference is still is much smaller (0.08dB as opposed to 1.02dB)
It had also been discussed whether Set B (the input to the AI/ML model) should be a subset of Set A (the full set of possible beams) or if Set B also could contain beams that are not part of Set A. As seen the last two rows of Table 3, we performed simulations for both cases. In the second last row, Set B is a sparse subset with 16 beams from the 64 narrow beams contained in Set A, and in the last row, Set B consists of wide beams.
[bookmark: _Ref111192685]Observation 8: For spatial domain beam prediction, better prediction accuracy is achieved when Set B is a subset of Set A compared to the case where Set B is a wide beam set, especially when K=1; with the increase of K, the gap between two options becomes narrower.
To further illustrate the advantages of AI/ML in spatial domain beam prediction, from both overhead and performance perspectives, both Option 1 and Option 2 should be considered as the upper bound and lower bound, respectively. It can be found from the simulation results that AI/ML can provide near optimal performances with much lower overhead than the upper bound and much better performances than the lower bound for approximately the same overhead.
Evaluation for Rx beam 
In this section we compare the performance between using a fixed Rx beam (Option 1 in Section 3.1) where a random Rx beam is assigned for each round of inference, and quasi-optimal Rx beam (Option 2 in Section 3.1) which is based on prior information from SSB measurement. For the quasi-optimal Rx beam scheme, depending on the scenario this prior information might be an ideal choice of the Rx beam or might be incorrect in some cases due to the occasional mismatch with the genie-aided best Rx beam for narrow Tx beams. To evaluate the robustness to the selection of the Rx beam, we study the following 3 different assumptions: the best Rx beam for a specific Tx beam is correctly selected in i) 100% (equivalent to exhaustive Rx beam sweep), ii) 90% and iii) 80% of the cases. For the remaining cases, when not the best Rx beam is used, a random beam is assigned instead. The results are given in the table below:
[bookmark: _Ref126914869]Table 4 KPIs for AI/ML model performance for spatial domain beam prediction with 64-DFT and fixed Rx beams
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams, 

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID for the specific Rx beam 

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	Evaluation results
[best Rx beam vs fixed/random Rx beam of same overhead]
	Prediction Accuracy [%] 
	Narrow beam Set B (Option 1: fixed Rx beam)
	AI Top-1
	34.3

	
	
	
	AI Top-3
	64.5

	
	
	
	AI Top-5
	77.5

	
	
	Narrow beam Set B (Option 2: prior information always select ‘best’ Rx beam)
	AI Top-1
	76.1

	
	
	
	AI Top-3
	93.8

	
	
	
	AI Top-5
	97.8

	
	
	Narrow beam Set B (Option 2: prior information of 90 % ‘best’ Rx beam, 10% random beam)
	AI Top-1
	71.7

	
	
	
	AI Top-3
	91.8

	
	
	
	AI Top-5
	96.1

	
	
	Narrow beam Set B (Option 2: prior information of 80 % ‘best’ Rx beam, 20% random beam)
	AI Top-1
	67.8

	
	
	
	AI Top-3
	89.8

	
	
	
	AI Top-5
	94.3

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Narrow beam Set B (Option 1: fixed Rx beam)
	AI Top-1
	45.4

	
	
	
	AI Top-3
	72.4

	
	
	
	AI Top-5
	83.3

	
	
	Narrow beam Set B (Option 2: prior information of ‘best’ Rx beam)
	AI Top-1
	79.9

	
	
	
	AI Top-3
	95.4

	
	
	
	AI Top-5
	98.4

	
	
	Narrow beam Set B (Option 2: prior information of 90 % ‘best’ Rx beam, 10% random beam)
	AI Top-1
	76.5

	
	
	
	AI Top-3
	93.6

	
	
	
	AI Top-5
	97.1

	
	
	Narrow beam Set B (Option 2: prior information of 80 % ‘best’ Rx beam, 20% random beam)
	AI Top-1
	72.7

	
	
	
	AI Top-3
	92.6

	
	
	
	AI Top-5
	95.8

	
	Average L1-RSRP Diff [dB] vs Exh 64
	Narrow beam Set B (Option 1: fixed Rx beam)
	AI Top-1
	-3.1936

	
	
	
	AI Top-3
	-1.1973

	
	
	
	AI Top-5
	-0.6402

	
	
	Narrow beam Set B (Option 2: prior information of ‘best’ Rx beam)
	AI Top-1
	-1.0084

	
	
	
	AI Top-3
	-0.2141

	
	
	
	AI Top-5
	-0.0531

	
	
	Narrow beam Set B (Option 2: prior information of 90 % ‘best’ Rx beam, 10% random beam)
	AI Top-1
	-1.1796

	
	
	
	AI Top-3
	-0.2421

	
	
	
	AI Top-5
	-0.1135

	
	
	Narrow beam Set B (Option 2: prior information of 80 % ‘best’ Rx beam, 20% random beam)
	AI Top-1
	-1.4624

	
	
	
	AI Top-3
	-0.3333

	
	
	
	AI Top-5
	-0.1783


From the simulation results it is found that when using an entirely random Rx beam a considerable performance loss is experienced compared to always using the optimal Rx beam: for example it can be seen that the beam prediction accuracy percentage drops for the Top-1 inference from 76.1 down to 34.3 and for the Top-5 from 97.8 down to 77.5. The L1-RSRP difference decreases from -0.05 dB to -0.64 dB (for Top-5) and from -1 dB to -3dB (for Top-1).
However, in practice prior information on the RX beam selection can be utilized. Under ideal conditions this information may always reflect the best Rx beam. For non-ideal conditions, on the other hand, the choice of the Rx beam might be sub-optimal in some cases. From the simulations we can see that if the Rx beam is selected correctly in at least 80% of the cases, the prediction accuracy and L1-RSRP difference are already very good and come close to the ideal Rx beam. This is then even further improved when the Rx beam is selected correctly in at least 90% of the cases. For example for the Top-5 inference, a prediction accuracy of 96.1 can be reached and the L1-RSRP difference is just about -0.11 dB.
In addition to the table above, detailed CDF curves for the L1-RSRP for different assumptions are illustrated in Figure 9 and Figure 10 below. Please note that in the right hand side of Figure 9 12Tx beams are used. The reason is to align the overhead with the other transmission schemes, since for that scenario Rx beam sweeping with 4 repetitions in P-3 is assumed.
[image: C:\Users\l00285311\AppData\Roaming\eSpace_Desktop\UserData\l00668617\imagefiles\F66B84E8-2F9E-4C8C-A58C-09C846A73BD5.png]
[bookmark: _Ref126930383][bookmark: _Ref126930377]Figure 9. CDF of L1-RSRP difference of Top-K prediction beam for fixed Rx beam with the same overhead
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[bookmark: _Ref127265490]Figure 10 CDF of L1-RSRP difference of Top-K prediction beam for fixed Rx beam with the quasi-optimal Rx beam
Based on the above discussion we make the following observation and proposal:
Observation 9: Using prior information (e.g., by measuring the always-on SSB beams) on the Rx beam selection to derive a quasi-optimal Rx beam can come very close in performance to always using the genie-aided best Rx beam obtained from an exhaustive sweep.
· If the determination of the quasi-optimal Rx beam is of 90% accuracy, the prediction accuracy is 96.1% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.11dB vs -0.05dB for genie-aided best Rx beam.
· If the determination of the quasi-optimal Rx beam is of 80% accuracy, the prediction accuracy is 94.3% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.18dB vs -0.05dB for genie-aided best Rx beam.
Proposal 10: For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, it should be studied how to select a quasi-optimal Rx beam without [substantially] increasing the overhead. The following options should be considered:
· Sweeping the always-on SSB beams to identify the best Rx beam to be utilized for measuring Set B.
· Configuring CSI-RS and sweeping the corresponded Tx beams to identify the best Rx beam for measuring Set B.
[bookmark: _Ref111192968]Comparison of fixed and pre-configured Set B
This sub-section provides the evaluation results for pre-configured Set B (i.e., Option 2B) as discussed in Section 2.1.4. Figure 11 gives a simple illustration of the variable Set B, where there are five Set B patterns considered in this evaluation, including the subset of Pattern#1{0, 1, 6, 7, 16, 21, 27, 28, 35, 36, 42, 45, 56, 57, 62, 63}, Pattern#2{3, 4, 10, 13, 16, 23, 25, 30, 33, 38, 40, 47, 50, 53, 59, 60}, Pattern#3{3, 5, 9, 14, 19, 21, 25, 30, 35, 37, 41, 46, 51, 53, 57, 62}, Pattern#4 {1, 6, 10, 13, 17, 22, 26, 29, 33, 38, 42, 45, 49, 54, 58, 61} and Pattern#5 {0, 4, 9, 13, 18, 22, 27, 31, 32, 36, 41, 45, 50, 54, 59, 63} of Set A.
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[bookmark: _Ref118382218]Figure 11. Illustration of pre-configured Set B
The simulation setup is the same as the sparse beam sweeping based on 64-DFT codebooks. The sparse beams of Set B are selected randomly from the 5 abovementioned pre-configured Set B patterns, and the selected pattern is used as the model input. The simulation results are given in Table 5. It can be found that the performances are still considerably good for the pre-configured Set B, for the same dataset size as for the fixed pattern approach in Table 3, the Top-1 accuracy only degrades 4% while the Top-5 can achieve 87.9% accuracy versus 94.95 of fixed Set B.
[bookmark: _Ref118380584][bookmark: _Ref118408324]Table 5. KPIs for AI/ML model performance for spatial domain beam prediction with 64-DFT with pre-configured Set B
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams, 5 patterns (Proposal 4-3-1f, Option 2, Opt. B)

	
	Baseline scheme
	non-AI/ML beam selection (16SSB)
non-AI/ML beam selection (16SSB + 5 CSI-RS)

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	Evaluation results
[With AI/ML / baseline]
	Prediction Accuracy [%] 
	Narrow beam Set B (5 variable patterns)
	AI Top-1
	65.1 (fixed: 75.4)

	
	
	
	AI Top-3
	86.5 (fixed: 94.1)

	
	
	
	AI Top-5
	93.9 (fixed: 97.5)

	
	
	Lower bound baseline
	Top-1
	29.4

	
	
	
	Top-5
	61.3

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Narrow beam Set B (5 variable patterns)
	AI Top-1
	73.1 (fixed: 81.5)

	
	
	
	AI Top-3
	90.6 (fixed: 96.1)

	
	
	
	AI Top-5
	96.1 (fixed: 98.5)

	
	
	Lower bound baseline
	Top-1
	29.45

	
	
	
	Top-5
	59.65

	
	Average L1-RSRP Diff [dB] vs Exh 64
	Narrow beam Set B
	AI Top-1
	-1.1042 (fixed: -0.5968)

	
	
	
	AI Top-3
	-0.2883 (fixed: -0.1228)

	
	
	
	AI Top-5
	-0.0449 (fixed: -0.0364)

	
	
	Lower bound baseline
	Top-1
	-1.5428

	
	
	
	Top-5
	-1.0260


The simulation results are also illustrated in the following figure, where the CDF of the prediction accuracy is shown for various L1-RSRP differences.
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Figure 12. CDF of L1-RSRP difference of Top-K prediction beam for pre-configured Set B (5 patterns) vs fixed Set B
According to the simulations results illustrated above, we can find that variable Set B selected from pre-configured patterns can achieve close performance to the fixed pattern approach while its ability in generalization to handle multiple Set B patterns has been improved. Both fixed Set B pattern and pre-configured Set B pattern can achieve significant gain over the non-AI/ML beam sweeping solution. 
[bookmark: _Ref118538469]Observation 10: For spatial domain beam prediction, variable Set B patterns selected from a set of 5 pre-configured patterns can achieve close performance to the fixed pattern approach but with better generalization capabilities with respect to different patterns.
Impact of the quantization error
Following the legacy operation, L1-RSRP reporting requires quantization. In this section, we provide an investigation on the quantization impact on the DL Tx beam prediction and make a comparison to reporting a non-quantized measurement.
The simulation setup is the same as for the sparse beam sweeping based on 64-DFT codebooks, while the L1-RSRP report has 1dB quantization steps. It is worth noting that in our simulation quantization errors are only considered for inference input, while for training we use ideal RSRPs and ground-truth labels.
Table 6 illustrates the performance for DL Tx beam prediction where the RSRP quantization error is considered. It can clearly be seen that there is no significant gap between the two different methods, i.e., with or without quantization error. 
[bookmark: _Ref127280933]Table 6 KPIs for AI/ML model performance for spatial domain beam prediction with 64-DFT with quantized RSRP reports
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams, 

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID for the specific Rx beam 

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	Evaluation results
[quantization error considered]
	Prediction Accuracy [%] 
	Narrow beam Set B 
(With quantization error / without quantization error)
	AI Top-1
	73.6 / 75.4

	
	
	
	AI Top-3
	94.1 / 94.1

	
	
	
	AI Top-5
	97.5 / 97.5

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Narrow beam Set B
 (With quantization error / without quantization error)
	AI Top-1
	79.9 / 81.5

	
	
	
	AI Top-3
	96.2 / 96.1

	
	
	
	AI Top-5
	98.4 / 98.6

	
	Average L1-RSRP Diff [dB] vs Exh 64
	Narrow beam Set B
 (With quantization error / without quantization error)
	AI Top-1
	-0.6436 / -0.5968

	
	
	
	AI Top-3
	-0.1156 / -0.1228

	
	
	
	AI Top-5
	-0.0414 / -0.0364



[image: C:\Users\l00285311\AppData\Roaming\eSpace_Desktop\UserData\l00668617\imagefiles\originalImgfiles\FD7E5CA2-25C7-444C-A075-21AA545C79CC.png]
Figure 13. CDF of L1-RSRP difference of Top-K prediction beam with quantization error
Following the results above, we make the following observation: 
Observation 11: At least for spatial domain beam prediction, the legacy quantization granularity for RSRP as inference input has negligible impact on the prediction performance.
· For the AI/ML model with the output type of probability/best beam ID, the labels for training can be the best beam ID(s) and therefore is irrelative to the RSRP quantization granularity.
Comparison with limited number of RSRP reports
In this section, we provide investigations on how reporting a limited number of RSRPs can help to save the overhead compared to reporting the full set B and whether it would cause any performance degradations. The methodology for selecting the limited number of RSRPs is that for each AI/ML input sample (i.e., 16 RSRPs), we take the largest value as the reference, and then define a threshold gap between the corresponded largest value and the RSRP of other beams in Set B. Only the beams with the RSRP gap between the reference RSRP smaller than this threshold are reported.
The simulation results can be found in both Figure 14 and Table 7, accordingly, when the threshold is set to 10dB or 20dB, there is no significant performance degradation and the 10dB solution can offer a high overhead reduction. When the threshold is set to be 5dB, the overhead saving is even larger, but also the prediction performance suffers from a loss, which means that having such threshold, the AI/ML model cannot acquire enough information from the input.
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[bookmark: _Ref131082988]Figure 14. Comparisons on different report thresholds
[bookmark: _Ref131083001]Table 7 KPIs for AI/ML model performance for spatial domain beam prediction with 64-DFT with limited RSRP reports
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams, 

	AI/ML model
input/output
	Original model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID for the specific Rx beam 

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	Evaluation results
[limited RSRP reports considered]
	Prediction Accuracy [%] 
	Narrow beam Set B 
(with 5dB RSRP gap)
	AI Top-1
	60.3

	
	
	
	AI Top-3
	87.3

	
	
	
	AI Top-5
	93.8

	
	
	Narrow beam Set B 
(with 10dB RSRP gap)
	AI Top-1
	70.2

	
	
	
	AI Top-3
	92.5

	
	
	
	AI Top-5
	97.1

	
	
	Narrow beam Set B 
(with 20dB RSRP gap)
	AI Top-1
	71.1

	
	
	
	AI Top-3
	91.9

	
	
	
	AI Top-5
	97.4

	
	
	Narrow beam Set B 
(all RSRP beams)
	AI Top-1
	75.4

	
	
	
	AI Top-3
	94.1

	
	
	
	AI Top-5
	97.5

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Narrow beam Set B 
(with 5dB RSRP gap)
	AI Top-1
	69.5

	
	
	
	AI Top-3
	91.7

	
	
	
	AI Top-5
	96.2

	
	
	Narrow beam Set B 
(with 10dB RSRP gap)
	AI Top-1
	77.9

	
	
	
	AI Top-3
	94.9

	
	
	
	AI Top-5
	98.9

	
	
	Narrow beam Set B 
(with 20dB RSRP gap)
	AI Top-1
	79.2

	
	
	
	AI Top-3
	94.8

	
	
	
	AI Top-5
	98.8

	
	
	Narrow beam Set B 
(all RSRP beams)
	AI Top-1
	81.5

	
	
	
	AI Top-3
	94.1

	
	
	
	AI Top-5
	97.5

	
	Average L1-RSRP Diff [dB] vs Exh 64
	Narrow beam Set B 
(with 5dB RSRP gap)
	AI Top-1
	-1.0734

	
	
	
	AI Top-3
	-0.2449

	
	
	
	AI Top-5
	-0.0985

	
	
	Narrow beam Set B 
(with 10dB RSRP gap)
	AI Top-1
	-0.7403

	
	
	
	AI Top-3
	-0.1453

	
	
	
	AI Top-5
	-0.0367

	
	
	Narrow beam Set B 
(with 20dB RSRP gap)
	AI Top-1
	-0.6862

	
	
	
	AI Top-3
	-0.1630

	
	
	
	AI Top-5
	-0.0379

	
	
	Narrow beam Set B 
(all RSRP beams)
	AI Top-1
	-0.5968

	
	
	
	AI Top-3
	-0.1228

	
	
	
	AI Top-5
	-0.0364

	
	Report overhead reduction [%]
	Original 16 input RSRPs for each AI/ML training/inference sample
	5dB RSRP gap
	85.6

	
	
	
	10dB RSRP gap
	73.5

	
	
	
	20dB RSRP gap
	26.7


We can make the following observation and proposal:
Observation 12: For spatial domain beam prediction, limiting the number of reported RSRPs in Set B for inference can save overhead while the performance may not be largely affected if the number of reported RSRPs is appropriately and adaptively determined.
Proposal 11: Mechanisms to enable reporting a limited number of RSRPs while not (significantly) degrading the prediction performance can be studied, e.g.
· The gNB configures a RSRP threshold related to the strongest beam and only beams that satisfy the requirement are reported.
DL Tx beam prediction based on sparse sweeping and 256 dense codebook
The schemes for the 256 dense codebook are provided in Table 8, where two non-AI/ML schemes are also considered for comparison. 
· The Exhaustive 64 Tx beam sweeping under the 64-DFT codebook described in Section 2.1.4 is considered as the upper bound achievable with the legacy 64 Tx beam sweeping. This is also taken as the baseline to evaluate the relative gain of the following two schemes under the 256 dense codebook.
· The Exhaustive 256 Tx beam sweeping under the dense codebook of 256 Tx beams can lead to genie-aided Top-1 beam ID and is considered as the upper performance bound of the 256 Tx beams scheme.
· AI/ML-based approach, where the inference outputs of Top-K Tx beams are swept for P-2. K = 1, 3, and 5 are considered, where K=5 can be regarded to align the overhead with the Baseline scheme. Hence, the overhead is the same as the AI/ML-based scheme in Section 3.4.1.1, but the inferred beams are taken from the dense codebook of 256 Tx beams.
[bookmark: _Ref101955887]Table 8.  Schemes for evaluating the 256 dense codebook
	Schemes
	P-1
	P-2/3

	Exhaustive 64
	64 beams
Exhaustive sweep
	Optimal beam
	

	Exhaustive 256
(Option 1)
	256 beams
Exhaustive sweep
	Optimal Beam
	

	AI/ML
	16 beams
Sparse beam sweep
	Predicted Top-K beams from 256 dense beams
	


[bookmark: _Ref110522915]The simulation results are shown in Table 9 below.
[bookmark: _Ref110615871][bookmark: _Ref110615859]Table 9. KPIs for AI/ML model performance for spatial domain beam prediction with 256 dense codebook
	Assumptions
	Number of [beams/beam pairs] in Set A
	256 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams

	
	Baseline
	Exhaustive 64 beam sweeping

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	Evaluation results
[With AI/ML / baseline]
	Prediction Accuracy [%] 
	[Beam prediction accuracy (%)] Narrow beam Set B
	AI Top-1
	44.9

	
	
	
	AI Top-3
	65.5

	
	
	
	AI Top-5
	73.2

	
	
	[Beam prediction accuracy (%)] Wide beam Set B 
	AI Top-1
	33.7

	
	
	
	AI Top-3
	61.45

	
	
	
	AI Top-5
	73.1

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	[Beam prediction accuracy (%)] Narrow beam Set B
	AI Top-1
	51.8

	
	
	
	AI Top-3
	71.2

	
	
	
	AI Top-5
	81.5

	
	
	[Beam prediction accuracy (%)] Wide beam Set B 
	AI Top-1
	41.1

	
	
	
	AI Top-3
	68.9

	
	
	
	AI Top-5
	80.55

	
	Average L1-RSRP Diff [dB] vs Exh 256
	Narrow beam Set B
	AI Top-1
	-0.75

	
	
	
	AI Top-3
	-0.23

	
	
	
	AI Top-5
	-0.1

	
	
	Wide beam Set B
	AI Top-1
	-1.1198

	
	
	
	AI Top-3
	-0.2377

	
	
	
	AI Top-5
	-0.12

	
	Average L1-RSRP Diff [dB] vs Exh 64
	Narrow beam Set B
	AI Top-1
	+0.45

	
	
	
	AI Top-3
	+0.97

	
	
	
	AI Top-5
	+1.1

	
	
	Wide beam Set B
	AI Top-1
	+0.0002

	
	
	
	AI Top-3
	+0.9623

	
	
	
	AI Top-5
	+1.08

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead\]
Vs Exh 64
	AI Top-1
	0.75

	
	
	
	AI Top-3
	0.70

	
	
	
	AI Top-5
	0.67
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[bookmark: _Ref110522975][bookmark: _Ref110615919]	Figure 15. CDF of L1-RSRP difference of Top-K prediction beam for 256 dense codebook	
From the simulation results shown in Figure 15, it can be seen that by using a dense 256 codebook (i.e. applying Exhaustive 256), the upper bound performance of the legacy approach given by Exhaustive 64 can be pushed higher, where an increased L1-RSRP with 1.2 dB can be achieved. However, the overhead and the power consumption of the legacy Exhaustive 64 method is already very high. Going straightforward to a non-AI/ML based Exhaustive 256 approach is therefore not feasible, since the already high costs would be further increased by 400%.
AI/ML-based solutions, can here be applied instead to reduce the beam sweeping overhead, but at the same time, to enhance the coverage of the legacy system. The dense codebook containing 256 beams, only increases the number of beams in Set A from 64 to 256. The number of beams in Set B remains unchanged compared to the settings in Section 3.4.1.1, i.e. 16 sparse narrow beams or 16 wide beams can be used. Therefore, the beam sweeping overhead is still the same as for the schemes in the previous section.
It can be found from the simulation results that Set B with 16 sparse dense beams can offer 1.1 dB gain in terms of the L1-RSRP while the overhead only is 33% of the Exhaustive 64. When the Set B contains wide beams and Set A is a 256 dense codebook, it can offer 1.08dB over the Exhaustive 64. This motivates the following observation:
[bookmark: _Ref111192698]Observation 13: The spatial domain beam prediction based on the Set A with 256 beams provides a considerable gain over the legacy upper bound Exhaustive 64 in achievable L1-RSRP using even less overhead associated with an Exhaustive 64 sweep.
DL Tx-Rx beam pair prediction
AI/ML-based beam pair prediction has gained some attention among different vendors in the past few RAN1 meetings. We have carried out simulations for 64 Tx beams/4 Rx beams. The results are provided in Table 10 below. It can be seen that for the same overhead, beam pair prediction does not achieve as good performance as beam prediction, nor for the prediction accuracy and neither for L1-RSRP difference.
[bookmark: _Ref126932557]Table 10 KPIs for AI/ML model performance for spatial domain beam pair prediction
	Assumptions
	Number of [beams/beam pairs] in Set A
	256 beam pairs (64 Tx * 4 Rx)

	
	Number of [beams/beam pairs] in Set B
	16 beams pairs (4 Tx * 4 Rx)

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam pairs

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	Evaluation results
[AI/ML-based beam pair prediction]
	Prediction Accuracy [%]
	Narrow beam Set B (16 beam pairs)
	AI Top-1
	78.7

	
	
	
	AI Top-3
	88.3

	
	
	
	AI Top-5
	93.4

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Narrow beam Set B (16 beam pairs)
	AI Top-1
	83.4

	
	
	
	AI Top-3
	92.7

	
	
	
	AI Top-5
	94.7

	
	Average L1-RSRP Diff [dB] vs Exh 64
	Narrow beam Set B (16 beam pairs)
	AI Top-1
	-1.3081

	
	
	
	AI Top-3
	-0.3601

	
	
	
	AI Top-5
	-0.2336


The comparison of L1-RSRP performances for DL Tx beam prediction and DL Tx-Rx beam pair prediction are illustrated in Figure 16 below, where best Rx beam (equivalent to exhaustive Rx beam sweep) and 90% best Rx beam described in Section 3.4.1.3 are assumed for the Tx beam prediction, separately. It can be observed that the DL Tx beam prediction with best Rx beam can achieve better performance and also for DL Tx beam prediction based on prior information with 90% Rx beam accuracy has a better performance than beam pair prediction. One reason that beam prediction performs better than beam pair prediction seems to be that DL Tx beam prediction is more robust when the best beams are not found. In these cases, the achievable L1-RSRP is still considerably good, whereas for the beam pair prediction the performance can drop more. 
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[bookmark: _Ref126933126]Figure 16. Comparisons of CDF of L1-RSRP difference of Top-K prediction 
The CDF values at 0 and 1 dB are extracted from Figure 16 are summarized in the table below. 
Table 11. L1- RSRP comparison for beam and beam pair prediction.
	Scheme
	CDF L1-RSRP difference@0dB
	CDF L1-RSRP difference@1dB

	DL Tx beam, (Top-5), best Rx
	97.5 %
	98.5 %

	DL Tx beam, (Top-5), 90% best Rx
	96.5 %
	97%

	DL Tx-Rx beam pair (Top-5)
	93.5 %
	94.5 %

	DL Tx beam, (Top-3), best Rx
	94 %
	96 %

	DL Tx beam, (Top-3), 90% best Rx
	92.5%
	93.5 %

	DL Tx-Rx beam pair (Top-3)
	91 %
	93 %

	DL Tx beam, (Top-1), best Rx
	73 %
	83.5 %

	DL Tx beam, (Top-1), 90% best Rx
	71 %
	76%

	DL Tx-Rx beam pair (Top-1)
	79.5 %
	83 %


Based on the above discussion we can make the following observation:
Observation 14: The comparison of DL Tx beam prediction and DL Tx-Rx beam pair prediction under BM-Case 1 shows that beam prediction has better performance, e.g.
· For prediction accuracy (0dB RSRP difference) for Top-5, Tx-Rx beam pair: 93.5%; Tx beam (90% best Rx): 96.5%; Tx beam (best Rx): 97.5%.
· 1dB RSRP difference for Top-5, Tx-Rx beam pair: 94.5%; Tx beam (90% best Rx): 97%; Tx beam (best Rx): 98.5%.
Impact of RSRP measurement error
In the RAN1#112 meeting the following agreement has been achieved on the evaluation of the RSRP measurement error:
	Agreement
· Further study on whether/how to evaluate the performance impact with L1-RSRP measurement accuracy. 


This issue was further discussed during RAN1#112bis-e and the following proposal was up for discussion.
	(FL5) Proposal 1.1i(measurement error) 
· The performance impact of the relative L1-RSRP measurement error can be optionally evaluated for both DL Tx beam and beam pair prediction, where the relative L1-RSRP measurement error can be modelled as noise among beams as a starting point
·  Additive Gaussian noise with 95% of the density function within the measurement accuracy range, and/or uniformly distributed noise for the error due to baseband and/or RF impairment.
· For modelling of measurement error caused by RF impairment, which is optional, the measurement accuracy range are reported by companies.
· Companies report whether/how to change Rx beams for both DL Tx beam and beam pair prediction and corresponding impact on the measurement error.
· Other modelling methods are not precluded and can be reported by companies.   
· Companies report how to model the measurement error and the measurement accuracy range in training and test data and labels.
· Companies report the baseline performance with the relative L1-RSRP measurement error.  


It should be emphasized that the possible inference performance impact of the RSRP measurement error would not be caused from the error itself on a single beam, but due to different errors on different beams. If for example, the whole Set B would be impacted by the same RSRP measurement error, the best beam would still be found. But on the other hand, if RSRP measurement errors are different on different beams, the best beam selection might be negatively impacted. The important question therefore is not how large the RSRP measurement is on one beam, but how the RSRP measurement errors of different beams are related to each other. And this is heavily impacted by if RSRPs for different Tx beams are measured with the same or with different Rx beams. When using different Rx beams, the received signal is separately calibrated and compensated, which increases the relative RSRP error. Whereas when the same Rx beam is used, the RF part of the relative RSRP measurement error can be eliminated. 
This reasoning is common understanding in RAN4, and a larger relative RSRP measurement error is expected when different Rx beams are involved. In R4-1809148 this was discussed and later agreed: “…The relative intra-frequency accuracy will, however, be different, because measurements in different directions could be taken through different RF chains…”. In other words, the relative RSRP measurement error between (Tx1/Rx1) and (Tx2/Rx1) is much smaller than the relative RSRP measurement error between (Tx3/Rx1) and (Tx4/Rx2). The impact is also reflected in 38.133 (clause 10.1.20.2.2) where the allowed CSI-RS based relative RSRP measurement error in FR2 is within 6.5dB in normal conditions and in FR1 it is only within 3dB (38.133, clause 10.1.19.2.2), the large error in FR2 is due to that different Rx beams can be assumed for the RSRP measurement whereas the assumption for FR1 is that only one Rx beam is used.
Based on the above reasoning, to make a simulation of RSRP measurement errors, it is important that we model the error according to realistic conditions, i.e. relative RSRP measurement errors for RSRPs obtained with the same Rx beam are much smaller than RSRP measurement errors obtained with different Rx beams. 
The measurement error is composed of two parts: the RF impairment and the baseband (BB) measurement error. For DL Tx-Rx beam pair prediction, RSRP measurements with different Rx beams are applied to generate one sample of input and/or label to the AI/ML model, as opposed to DL Tx beam prediction where the RSRPs for one input and/or label sample to the AI/ML model can be are obtained with the same Rx beam. Thus, a significant larger relative RSRP measurement error can be expected for DL Tx-Rx beam pair prediction which will deteriorate the quality of the labels in dataset and degrade the inference output. For Tx beam prediction, however, the RF impairment over different Rx beams applies across the data samples, and such bias over data samples can be deemed as the data samples are collected from different SNR regions.
We have performed simulations for DL Tx beam prediction and beam pair prediction, and both baseband and RF impairment measurement errors are considered. When different Tx beams are measured with the same Rx beam, the BB error is realized independently while the RF error is assumed to be same. And when different Tx beams are measured with different Rx beams, both the BB and RF errors are realized independently. The schemes are illustrated in Figure 17 below.
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RSRP measurement error modelling for DL Tx beam prediction
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RSRP measurement error modelling for DL Tx-Rx beam pair prediction


[bookmark: _Ref134619497]Figure 17 Evaluation set-up of RSRP measurement errors for DL Tx beam and DL Tx-Rx beam pair prediction
The following table shows the simulation results for DL Tx beam and DL Tx-Rx beam pair prediction. Two simulation cases have been performed. In the first simulation case, the BB part of the RSRP measurement error is selected within the accuracy range of +/- 2dB and independently applied to all RSRP measurements. The RF part is selected within the accuracy range of +/-4dB and independently applied in case different Rx beams have been used and the same error is applied when the same Rx beam has been used. In the second simulation case, the accuracy range of the BB part and of the RF part are both +/- 3dB.
Therefore, for DL Tx beam prediction, each AI/ML input sample is affected independently by the baseband error, while all AI/ML input samples (RSRPs for sparse Tx beams and the same Rx beam) are affected by the same randomly generated RF impairment error; for the beam pair prediction, the strategy is the same, but due to that collected RSRPs are from different Rx beams, 4 (the number of Rx beams) RF impairment errors would be generated independently. 
Table 12 KPIs for AI/ML model performance for spatial domain beam (pair) prediction with measurement error considered
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 Tx beams, 256 beam pairs (64 Tx * 4 Rx)

	
	Number of [beams/beam pairs] in Set B
	16 DL Tx beams, 16 beams pairs (4 Tx * 4 Rx)

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam (pair)

	Data Size
	Training
	40000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN

	Evaluation results
[AI/ML-based beam pair prediction]
	Prediction Accuracy [%]
	DL Tx beam 
(Set B =16, baseband error accuracy range +/- 2 dB, RF impairment error accuracy range +/-4 dB)
	AI Top-1
	72.5 (75.4)

	
	
	
	AI Top-3
	93.5 (94.1)

	
	
	
	AI Top-5
	97.4 (97.5)

	
	
	DL Tx beam 
(Set B =16, baseband error accuracy range +/- 3 dB, RF impairment error accuracy range +/-3 dB)
	AI Top-1
	71.1 (75.4)

	
	
	
	AI Top-3
	92.7 (94.1)

	
	
	
	AI Top-5
	96.4 (97.5)

	
	
	Beam pair 
(Set B =16, baseband error accuracy range +/- 2 dB, RF impairment error accuracy range +/-4 dB)
	AI Top-1
	69.9 (78.7)

	
	
	
	AI Top-3
	82.5 (88.3)

	
	
	
	AI Top-5
	87.7 (93.4)

	
	
	Beam pair 
(Set B =16, baseband error accuracy range +/- 3 dB, RF impairment error accuracy range +/-3 dB)
	AI Top-1
	72.4 (78.7)

	
	
	
	AI Top-3
	84.8 (88.3)

	
	
	
	AI Top-5
	88.8 (93.4)

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	DL Tx beam 
(Set B =16, baseband error accuracy range +/- 2 dB, RF impairment error accuracy range +/-4 dB)
	AI Top-1
	79.9 (81.5)

	
	
	
	AI Top-3
	95.5 (96.1)

	
	
	
	AI Top-5
	98.8 (98.6)

	
	
	DL Tx beam 
(Set B =16, baseband error accuracy range +/- 3 dB, RF impairment error accuracy range +/-3 dB)
	AI Top-1
	78.1 (81.5)

	
	
	
	AI Top-3
	95.2(96.1)

	
	
	
	AI Top-5
	98.2 (98.6)

	
	
	Beam pair 
(Set B =16, baseband error accuracy range +/- 2 dB, RF impairment error accuracy range +/-4 dB)
	AI Top-1
	73.9 (83.4)

	
	
	
	AI Top-3
	86.2 (92.7)

	
	
	
	AI Top-5
	90.6 (94.7)

	
	
	Beam pair 
(Set B =16, baseband error accuracy range +/- 3 dB, RF impairment error accuracy range +/-3 dB)
	AI Top-1
	76.5 (83.4)

	
	
	
	AI Top-3
	87.7 (92.7)

	
	
	
	AI Top-5
	91.9 (94.7)

	
	Average L1-RSRP Diff [dB] vs Exh 64
	DL Tx beam 
(Set B =16, baseband error accuracy range +/- 2 dB, RF impairment error accuracy range +/-4 dB)
	AI Top-1
	-0.6278 (-0.5968)

	
	
	
	AI Top-3
	-0.1225 (-0.1228)

	
	
	
	AI Top-5
	-0.0366 (-0.0364)

	
	
	DL Tx beam 
(Set B =16, baseband error accuracy range +/- 3 dB, RF impairment error accuracy range +/-3
	AI Top-1
	-0.7004(-0.5968)

	
	
	
	AI Top-3
	-0.1449 (-0.1228)

	
	
	
	AI Top-5
	-0.0560(-0.0364)

	
	
	Beam pair 
(Set B =16, baseband error accuracy range +/- 2 dB, RF impairment error accuracy range +/-4 dB)
	AI Top-1
	-2.1768 (-1.3081)

	
	
	
	AI Top-3
	-0.8081 (-0.3601)

	
	
	
	AI Top-5
	-0.4545 (-0.2336)

	
	
	Beam pair 
(Set B =16, baseband error accuracy range +/- 3 dB, RF impairment error accuracy range +/-3 dB)
	AI Top-1
	-2.2364 (-1.3081)

	
	
	
	AI Top-3
	-0.7017 (-0.3601)

	
	
	
	AI Top-5
	-0.4064 (-0.2336)



The performance curves are shown in the following figures.
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Figure 18 CDF of L1-RSRP difference for DL Tx beam prediction w/o measurement errors
[image: ]
Figure 19 CDF of L1-RSRP difference for beam pair prediction w/o measurement errors
Comparing the results for the evaluated cases, we can observe that beam pair prediction is significantly affected by the relative RSRP measurement error compared to not taking RSRP measurement errors into account, while the impact on DL Tx beam prediction is negligible.
We are therefore making the following observation and proposal:
Observation 15: Considering both baseband (BB) and RF impairments errors, beam pair prediction (when different Tx beams are measured with different Rx beams) would be significantly affected while the impact on beam prediction (when different Tx beams are measured with the same Rx beam) is negligible especially for Top-K>1:
· For DL Tx beam pair prediction (with 2dB BB and 4dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 9% 
· For AI/ML Top-3, the prediction accuracy degrades about 6%
· For AI/ML Top-5,  the prediction accuracy degrades about 6%
· For DL Tx beam pair prediction (with 3dB BB and 3dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 6%
· For AI/ML Top-3, the prediction accuracy degrades about 4%
· For AI/ML Top-5, the prediction accuracy degrades about 5%  
· For DL Tx beam prediction (with 2dB BB and 4dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 3%
· For AI/ML Top-3, the prediction accuracy degrades about 0.6%
· For AI/ML Top-5, the prediction accuracy degrades about 0.1%  
· For DL Tx beam prediction (with 3dB BB and 3dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 4%
· For AI/ML Top-3, the prediction accuracy degrades about 1.4%
· For AI/ML Top-5, the prediction accuracy degrades about 1.1%  
Proposal 12: If DL Tx-Rx beam pair prediction is evaluated, its feasibility with respect to large (e.g. up to 6dB) RSRP measurement errors should be taken into account.
Evaluations for temporal domain for beam prediction
DL Tx beam prediction
Figure 20 below provides a flow chart to illustrate how the AI/ML-based temporal domain BM is operated. The NW-side operation mode is considered here as an example where the AI/ML model is assumed to be trained and inferred at the gNB side.
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[bookmark: _Ref118471615]Figure 20. Flow chart of AI/ML-based temporal domain beam management
During the observation window, sparse beam sweeping at P-1 (e.g., 16 beams) is performed N times in N observation instances and the corresponding L1-RSRPs are fed back from the UE and regarded as historical information, which is utilized for beam prediction for a future time duration. This historical information is given as input to the AI/ML network to infer M sets of Top-K candidates from the full beam set (e.g. from 64 beams), where each set of Top-K beams is swept in a prediction instance to determine the corresponding optimal beam ID for that prediction instance. The determination of the optimal Rx beam is similar to the spatial frequency domain Tx beam prediction as discussed earlier.
Another approach as opposed to use the L1-RSRPs from the sparse beams as input to the AI/ML model, would be to perform a full beam sweep and to feed the AI/ML model with the L1-RSRPs from all beams out of Set A. This has been mentioned in RAN1#110 AI/ML 9.2.3.2 as Alt.3, i.e., Set B = Set A. However, this concept requires too much overhead in our view for a practical implementation. In addition, as the Set B is also reused for the legacy non-AI/ML-based UEs to perform sweeping, a large Set B may enlarge the latency for the legacy UEs to finish the sweeping.
In light of the above, we think the same principle as for spatial domain beam management should be taken for temporal beam prediction and we are making the following proposal:
[bookmark: _Ref111192825]Proposal 13: For temporal domain beam prediction, regarding the relationship between Set A and Set B:
· The size of Set B smaller than Set A should be considered as baseline.
· Both can be considered in evaluations: Set B is a subset of Set A; Set B contains wide beams with full direction which are different from Set A with narrow beams.
· Set B equal to Set A can be optionally used for performance comparison in evaluations.
Description of the AI/ML model
For the design of the AI/ML structure, Table 13 gives a detailed introduction, while RNN is considered for the temporal domain prediction. N=M=2 is assumed. Same as the spatial domain method, L1-RSPP is chosen to be the input and the output are the Top-K candidates with the highest probability to represent the optimal beam. Please note that the time distance between the two prediction instances is assumed as 0.08s or 0.16s, to evaluate the impact of spatial consistency: the spatial consistency becomes weaker for longer instances.
[bookmark: _Ref109721039]Table 13. AI/ML model and training parameters for temporal domain beam prediction
	Parameter
	Value

	AL/ML (NN) model architecture type
	Recurrent Neural Network (RNN)

	AI/ML Model inputs and outputs
	Input: L1-RSRP, output: Top-K beams with highest probability

	Training/Testing dataset
	Dataset size
	10000/1000 samples

	
	Trajectory length
	20 time instances, 0.08s/0.16s per time instance

	
	UE speed
	30km/h, 90km/h

	
	Observation window
	2 observation instances

	
	Prediction window
	2 prediction instances

	
	Model validity area
	Trained for single sector

	Loss function
	Cross entropy (CE) loss, supervised learning, genie-aided Top-1 beam ID as label

	 Activation function
	ReLu/Leaky ReLu

	Normalization
	Batch normalization

	Optimizer
	Adam

	Number of Epochs
	At least 100

	Learning rate
	0.00001


Simulation results for beam prediction in temporal domain
AI/ML scheme and baselines for comparison
For the simulations for temporal domain beam prediction, we follow the agreement in RAN1#109-e to define baselines, where the upper bound baseline is the Option 1a which exhaustively sweeps all beams in each prediction instance so that the genie-aided Top-1 beam ID can be obtained for each predicted instance. For the lower bound baseline, the Option 2 is selected which means that the selected beam ID for each predicted instance is kept as same as the optimal beam ID resulting from the exhaustive sweeping for the latest observation instance. The detailed setup for simulation schemes can be found in Table 14, for the AI/ML-based scheme, the values of K are assumed to be 1, 2, 4 and 8 for the inference of Top-K beams for P-2. Two speeds are selected (i.e., 30km/h, 90km/h), and combined with two sets of prediction instances (i.e., 0.08s, 0.16s), 4 sets of evaluation results are provided for evaluating the temporal domain beam prediction. 
[bookmark: _Ref109720823][bookmark: _Ref109720815]Table 14. Schemes for evaluating the temporal domain beam prediction
	Schemes
	P-1
	P-2/3

	Exhaustive 64
(Option 1a)
	64 beams
Exhaustive sweep
	Optimal beam
	

	Baseline
(Option 2)
	64 beams
Exhaustive sweep
	Same as the optimal beam in previous observation instance
	

	AI/ML
	16
Sparse beam sweep
	Predicted Top-K beams from 64 narrow beams
	


As discussed earlier, the main benefit of temporal domain beam prediction is that it can reduce the beam sweeping overhead, for example compared to very frequent spatial domain beam prediction that otherwise could be required in case of UE mobility. This is investigated in the following sections. 
Different prediction window lengths
In this section results are presented for 2 observation instances and 2 or 4 prediction instances.
According to the simulations results illustrated in the following tables and figures, the AI/ML-based Top-K (K>1) can achieve significant gain over Top-1 with only a slight increase of overhead. Moreover, in most cases (except 90km/h, 0.16s time interval), Top-1 inference has even lower performance than the baseline. This motivates us to encourage Top-K, K>1 prediction in addition to only inferring K=1 beam with the AI/ML model. We are making the following proposal:
[bookmark: _Ref111193022]Proposal 14: For temporal domain beam prediction evaluation, results for Top-K, K>1 should be presented in addition to Top-1 results.
· The Top-1 predicted beam can be derived as the eventual result after the second round sweeping based on the AI/ML inferred Top-K beams.
[bookmark: _Ref110618420][bookmark: _Ref111124961]The performances of temporal domain beam prediction, for 2 observation instances and 2 prediction instances are shown in Table 15 below.
[bookmark: _Ref118456214]Table 15. Simulations results for AI/ML model performance for temporal domain beam prediction
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams

	
	Speed
	30km/h, 90km/h

	
	Trajectory length
	20 time instances, 0.08s/0.16s per time instance

	
	Observation window
	2 observation instances

	
	Prediction window
	2 prediction instances

	
	Baseline scheme
	Option 2 in 109 Session note

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID for future time instances

	Data Size
	Training
	10000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	LSTM

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)] 
	Speed: 30km/h
Window size: 0.08
	AI Top-1
	56.35

	
	
	
	AI Top-2
	71.54

	
	
	
	AI Top-4
	81.73

	
	
	
	AI Top-8
	89.58

	
	
	
	Baseline
	63.25

	
	
	Speed: 30km/h
Window size: 0.16
	AI Top-1
	52.73

	
	
	
	AI Top-2
	65.17

	
	
	
	AI Top-4
	75.37

	
	
	
	AI Top-8
	86.23

	
	
	
	Baseline
	58.45

	
	
	Speed: 90km/h
Window size: 0.08
	AI Top-1
	45.37

	
	
	
	AI Top-2
	57.58

	
	
	
	AI Top-4
	69.16

	
	
	
	AI Top-8
	81.98

	
	
	
	Baseline
	55.48

	
	
	Speed: 90km/h
Window size: 0.16
	AI Top-1
	45.97

	
	
	
	AI Top-2
	55.36

	
	
	
	AI Top-4
	66.18

	
	
	
	AI Top-8
	81.05

	
	
	
	Baseline
	45.8

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Speed: 30km/h
Window size: 0.08
	AI Top-1
	62.11

	
	
	
	AI Top-2
	75.83

	
	
	
	AI Top-4
	84.68

	
	
	
	AI Top-8
	91.98

	
	
	
	Baseline
	69.19

	
	
	Speed: 30km/h
Window size: 0.16
	AI Top-1
	57.71

	
	
	
	AI Top-2
	69.19

	
	
	
	AI Top-4
	79.01

	
	
	
	AI Top-8
	88.85

	
	
	
	Baseline
	64.02

	
	
	Speed: 90km/h
Window size: 0.08
	AI Top-1
	50.63

	
	
	
	AI Top-2
	62.12

	
	
	
	AI Top-4
	73.40

	
	
	
	AI Top-8
	85.40

	
	
	
	Baseline
	60.81

	
	
	Speed: 90km/h
Window size: 0.16
	AI Top-1
	50.43

	
	
	
	AI Top-2
	59.22

	
	
	
	AI Top-4
	80.07

	
	
	
	AI Top-8
	84.34

	
	
	
	Baseline
	50.41

	
	Average L1-RSRP Diff [dB] vs Ex 64
	Speed: 30km/h
Window size: 0.08
	AI Top-1
	-2.9567

	
	
	
	AI Top-2
	-1.8333

	
	
	
	AI Top-4
	-0.9908

	
	
	
	AI Top-8
	-0.4210

	
	
	
	Baseline
	-2.1407

	
	
	Speed: 30km/h
Window size: 0.16
	AI Top-1
	-3.8585

	
	
	
	AI Top-2
	-2.5848

	
	
	
	AI Top-4
	-1.4712

	
	
	
	AI Top-8
	-0.6119

	
	
	
	Baseline
	-3.1223

	
	
	Speed: 90km/h
Window size: 0.08
	AI Top-1
	-4.6884

	
	
	
	AI Top-2
	-3.1668

	
	
	
	AI Top-4
	-1.8800

	
	
	
	AI Top-8
	-0.8234

	
	
	
	Baseline
	-3.5468

	
	
	Speed: 90km/h
Window size: 0.16
	AI Top-1
	-5.1366

	
	
	
	AI Top-2
	-3.5828

	
	
	
	AI Top-4
	-2.2035

	
	
	
	AI Top-8
	-0.9421

	
	
	
	Baseline
	-5.2219

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead\]
	AI Top-1
	87.5

	
	
	
	AI Top-2
	85.94

	
	
	
	AI Top-4
	84.36

	
	
	
	AI Top-8
	81.25

	
	
	
	Top-5
	50
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[bookmark: _Ref110618458]Figure 21. CDF of L1-RSRP difference for UE at 30km/h with 2 prediction instances

[image: ]
[bookmark: _Ref110618460]Figure 22. CDF of L1-RSRP difference for UE at 90km/h with 2 prediction instances
Comparing both 30km/h and 90km/h results for different time prediction distances, we can make the following observations:
[bookmark: _Ref111192742][bookmark: _Ref118538495]Observation 16: For temporal beam prediction, AI/ML based methods are more robust than legacy approaches to variations of the UE speed.
· When the time interval is 0.08s in the observation and prediction window, for UE speed 30km/h, the AI/ML Top-8 approach is 42% better than for the legacy baseline but for a UE speed of 90 km/h, the AI/ML Top-8 prediction accuracy is 47% better than for the legacy baseline 
· When the time interval is 0.16s in the observation and prediction window, for UE speed 30km/h, the AI/ML Top-8 approach is 48% better than for the legacy baseline but for UE speed 90 km/h, the AI/ML Top-8 prediction accuracy is 77% better than for the legacy baseline.
[bookmark: _Ref111192769]Observation 17: For temporal beam prediction, lower spatial consistency has more impact on the prediction accuracy achieved by the legacy approach than on accuracy achieved by the AI/ML-based methods. This can be seen from the results when different time instances are evaluated.
· For UE at 30km/h, the accuracy of AI/ML Top-8 degrades 3.35% but the baseline degrades 4.8% when stretching the two prediction intervals from 0.08s to 0.16s
· For UE at 90km/h, the accuracy of AI/ML Top-8 degrades 0.93% but the baseline degrades 9.56% when stretching the two prediction intervals from 0.08s to 0.16s
When comparing different simulation results for different UE speeds and prediction time instances, it can be found that the AI/ML-based approach shows significant robustness against increased speed (i.e., from 30km/h to 90km/h) and prediction time instance (from 0.08s to 0.16s), whereas the performance of the legacy approach deteriorates largely. The gap shown in Figure 22 between the legacy and the AI/ML-based curves becomes wider with increased speed and increased time instances. 
As it was seen in the above simulation results, increasing the number of Top-K beam candidates that will be swept at each prediction instance improves the performance. This comes at the cost of a slightly increased overhead during each prediction. On the other hand, a large contributor to the overall overhead is introduced during the observation phase where Set B is swept, in this simulation set-up it this is done 2 times. It would be therefore interesting to find out what would is more efficient in terms of performance and overhead:
· Option 1: Using and increased prediction window size (e.g. 4 prediction instances) and sweeping a larger number of Top-K beams at each instance. E.g., we can consider K=8, the interval of per observation/prediction window is the same, and the beams of Set B in per observation window is 16, then for 2 observation windows + 4 prediction windows (which adds up to 6 intervals), the total overhead is 64 beams; for 12 intervals, the total overhead achieves 128 beams.
· Option 2: Using a short prediction window (e.g. 2 prediction instances) and sweeping a smaller number of Top-K beams at each instance. E.g., we can consider K=4, the interval of per observation/prediction window is the same as the Option 1, and the beams of Set B in per observation window is also 16, then for 2 observation windows + 2 prediction windows (which adds up to 4 intervals), the total overhead is 40 beams; for 12 intervals, the total overhead achieves 120 beams, which is approximate to the total overhead of Option 1.
[bookmark: _Ref127298323]Table 16. Simulations results for AI/ML model performance for temporal domain beam prediction with different prediction window lengths
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams

	
	Speed
	30km/h, 90km/h

	
	Trajectory length
	20 time instances, 0.08s

	
	Observation window
	2 observation instances

	
	Prediction window
	2/4 prediction instances 

	
	Baseline scheme
	n.a. (the 2 schemes are compared with each other )

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID for future time instances

	Data Size
	Training
	10000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	LSTM

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)] 
	Speed: 30km/h
Window size: 0.08
Prediction window: 2
	AI Top-1
	56.35

	
	
	
	AI Top-2
	71.54

	
	
	
	AI Top-4
	81.73

	
	
	
	AI Top-8
	89.58

	
	
	Speed: 30km/h
Window size: 0.08
Prediction window: 4
	AI Top-1
	50.71

	
	
	
	AI Top-2
	65.13

	
	
	
	AI Top-4
	76.15

	
	
	
	AI Top-8
	87.14

	
	
	Speed: 90km/h
Window size: 0.08
Prediction window: 2
	AI Top-1
	45.37

	
	
	
	AI Top-2
	57.58

	
	
	
	AI Top-4
	69.16

	
	
	
	AI Top-8
	81.98

	
	
	Speed: 90km/h
Window size: 0.08
Prediction window: 4
	AI Top-1
	38.88

	
	
	
	AI Top-2
	51.21

	
	
	
	AI Top-4
	65.05

	
	
	
	AI Top-8
	79.91

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Speed: 30km/h
Window size: 0.08
Prediction window: 2
	AI Top-1
	62.11

	
	
	
	AI Top-2
	75.83

	
	
	
	AI Top-4
	84.68

	
	
	
	AI Top-8
	91.98

	
	
	Speed: 30km/h
Window size: 0.08
Prediction window: 4
	AI Top-1
	50.73

	
	
	
	AI Top-2
	65.12

	
	
	
	AI Top-4
	76.16

	
	
	
	AI Top-8
	87.17

	
	
	Speed: 90km/h
Window size: 0.08
Prediction window: 2
	AI Top-1
	50.63

	
	
	
	AI Top-2
	62.12

	
	
	
	AI Top-4
	73.40

	
	
	
	AI Top-8
	85.40

	
	
	Speed: 90km/h
Window size: 0.08
Prediction window: 4
	AI Top-1
	43.22

	
	
	
	AI Top-2
	55.83

	
	
	
	AI Top-4
	68.88

	
	
	
	AI Top-8
	83.34

	
	Average L1-RSRP Diff [dB] vs Ex 64
	Speed: 30km/h
Window size: 0.08
Prediction window: 2
	AI Top-1
	-2.9567

	
	
	
	AI Top-2
	-1.8333

	
	
	
	AI Top-4
	-0.9908

	
	
	
	AI Top-8
	-0.4210

	
	
	Speed: 30km/h
Window size: 0.08
Prediction window: 4
	AI Top-1
	-3.6604

	
	
	
	AI Top-2
	-2.3627

	
	
	
	AI Top-4
	-1.3292

	
	
	
	AI Top-8
	-0.5684

	
	
	Speed: 90km/h
Window size: 0.08
Prediction window: 2
	AI Top-1
	-4.6884

	
	
	
	AI Top-2
	-3.1668

	
	
	
	AI Top-4
	-1.8800

	
	
	
	AI Top-8
	-0.8234

	
	
	Speed: 90km/h
Window size: 0.08
Prediction window: 4
	AI Top-1
	-5.8212

	
	
	
	AI Top-2
	-3.9420

	
	
	
	AI Top-4
	-2.3798

	
	
	
	AI Top-8
	-1.0438


The results in Figure 23 show that using the Top-8 predicted beams and 4 for prediction instances (i.e., Option 1) achieves a better accuracy and RSRP performance than 2 prediction instances and using Top-4 beams (i.e., Option 2), this is the case for both 30 km/h and 90 km/h UE speed.
 [image: C:\Users\l00285311\AppData\Roaming\eSpace_Desktop\UserData\l00668617\imagefiles\959DCA87-117D-4D16-9AB0-EC37E5795CD7.png]
[bookmark: _Ref127461903]Figure 23. CDF of L1-RSRP difference for different speeds with 4 prediction instances
We are therefore making the following observation:
Observation 18: For temporal domain beam prediction, with comparable total overhead for temporal DL Tx beam prediction, longer prediction interval with larger number of Top-K candidates can achieve better performance than shorter prediction interval with a smaller of Top-K candidates.
Proposal 15: For temporal domain beam prediction, study the trade-off over different prediction window lengths and different number of inferred Top-K candidates in terms of overhead and performance.
Generalization verification
For temporal domain beam prediction, mixed speeds (e.g., 30km/h & 90km/h) can be of the main enablers for the generalization of AI/ML models. Therefore, in this section, we aim to provide simulation results which consider training the AI/ML model under mixed speeds scenario and test it under either of them. 
Table 17. Simulations results for AI/ML model generalization performance for temporal domain beam prediction
	Assumptions
	Number of [beams/beam pairs] in Set A
	64 beams

	
	Number of [beams/beam pairs] in Set B
	16 beams

	
	Speed
	30km/h, 90km/h 

	
	Trajectory length
	20 time instances, 0.16s per time instance

	
	Observation window
	2 observation instances

	
	Prediction window
	2 prediction instances

	
	Baseline scheme
	Option 2 in 109 Session note

	AI/ML model
input/output
	Model input
	16 L1-RSRPs

	
	Model output
	Predicted best beam ID for future time instances

	Data Size
	Training
	8000 for each case

	
	Testing
	1000

	AI/ML model
	[Short model description]
	LSTM

	


	[Beam prediction accuracy (%)]
	Training: 30km/h & 90km/h
Testing: 30km/h
Window size: 0.16
	AI Top-1
	49.4

	
	
	
	AI Top-2
	61.1

	
	
	
	AI Top-4
	72.3

	
	
	
	AI Top-8
	85.2

	
	
	
	Baseline
	58.45

	
	
	Training: 30km/h & 90km/h
Testing: 90km/h
Window size: 0.16
	AI Top-1
	45.8

	
	
	
	AI Top-2
	54.9

	
	
	
	AI Top-4
	66.1

	
	
	
	AI Top-8
	80.6

	
	
	
	Baseline
	45.9

	
	
	Training: 30km/h
Testing: 90km/h
Window size: 0.16
	AI Top-1
	9.4

	
	
	
	AI Top-2
	19.7

	
	
	
	AI Top-4
	37.6

	
	
	
	AI Top-8
	62.6

	
	
	
	Baseline
	46.2

	
	
	Training: 90km/h
Testing: 30km/h
Window size: 0.16
	AI Top-1
	11.8

	
	
	
	AI Top-2
	24.8

	
	
	
	AI Top-4
	39.9

	
	
	
	AI Top-8
	63.5

	
	
	
	Baseline
	58.9

	
	Prediction Accuracy with 1 dB L1-RSRP Margin [%]
	Training: 30km/h & 90km/h
Testing: 30km/h
Window size: 0.16
	AI Top-1
	54.5

	
	
	
	AI Top-2
	65.2

	
	
	
	AI Top-4
	76.2

	
	
	
	AI Top-8
	88.1

	
	
	
	Baseline
	64.

	
	
	Training: 30km/h & 90km/h
Testing: 90km/h
Window size: 0.16
	AI Top-1
	49.9

	
	
	
	AI Top-2
	58.7

	
	
	
	AI Top-4
	69.9

	
	
	
	AI Top-8
	83.9

	
	
	
	Baseline
	50.1

	
	
	Training: 30km/h
Testing: 90km/h
Window size: 0.16
	AI Top-1
	12.4

	
	
	
	AI Top-2
	24.4

	
	
	
	AI Top-4
	43.6

	
	
	
	AI Top-8
	67.3

	
	
	
	Baseline
	50.4

	
	
	Training: 90km/h
Testing: 30km/h
Window size: 0.16
	AI Top-1
	14.8

	
	
	
	AI Top-2
	28.8

	
	
	
	AI Top-4
	44.1

	
	
	
	AI Top-8
	68.6

	
	
	
	Baseline
	64.0

	
	Average L1-RSRP Diff [dB] vs Ex 64
	Training: 30km/h & 90km/h
Testing: 30km/h
Window size: 0.16
	AI Top-1
	-4.1736

	
	
	
	AI Top-2
	-2.7967

	
	
	
	AI Top-4
	-1.5776

	
	
	
	AI Top-8
	-0.6493

	
	
	
	Baseline
	-3.1223

	
	
	Training: 30km/h & 90km/h
Testing: 90km/h
Window size: 0.16
	AI Top-1
	-5.2290

	
	
	
	AI Top-2
	-3.6906

	
	
	
	AI Top-4
	-2.1928

	
	
	
	AI Top-8
	-0.9412

	
	
	
	Baseline
	-5.2219

	
	
	Training: 30km/h
Testing: 90km/h
Window size: 0.16
	AI Top-1
	-11.2939

	
	
	
	AI Top-2
	-7.5323

	
	
	
	AI Top-4
	-4.5693

	
	
	
	AI Top-8
	-2.2950

	
	
	
	Baseline
	-5.2219

	
	
	Training: 90km/h
Testing: 30km/h
Window size: 0.16
	AI Top-1
	-11.2081

	
	
	
	AI Top-2
	-8.0032

	
	
	
	AI Top-4
	-5.2728

	
	
	
	AI Top-8
	-2.0770

	
	
	
	Baseline
	-3.1224

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead\]
	AI Top-1
	87.5

	
	
	
	AI Top-2
	85.94

	
	
	
	AI Top-4
	84.36

	
	
	
	AI Top-8
	81.25

	
	
	
	Top-5
	50


Besides the table, the CDFs of L1-RSRP for the different cases are illustrated below.
[image: ]
Figure 24. CDF of L1-RSRP difference for UE tested at 30km/h

[image: ]
Figure 25. CDF of L1-RSRP for UE tested at 90km/h
Based on the above simulations we make the following observations:
Observation 19: For the generalization verification over various UE speeds under temporal domain beam prediction, when trained with 8000 samples:
· AI/ML has poor generalization performance when trained with a UE speed of 30 km/h and tested with 90 km/h, or vice versa
· In terms of prediction accuracy, e.g., it is slightly above 60% for Top-8 and slightly less than 40% for Top-4.
· In terms of prediction accuracy with 1dB margin, e.g., it is slightly below 70% for Top-8 and around 43% for Top-4.
· In terms of average L1-RSRP, e.g., it is more then -2dB for Top-8 and more than -4.5dB for Top-4.
· AI/ML can achieve moderate performance when trained with a UE speed of mixed 30 km/h and 90 km/h, and tested with either 30 km/h or 90 km/h.
· In terms of prediction accuracy, e.g., it is more than 80% for Top-8 and 65-75% for Top-4.
· In terms of prediction accuracy with 1dB margin, e.g., it is more than 80-90% for Top-8 and 70-77% for Top-4.
· In terms of average L1-RSRP, e.g., it is less than -1 dB for Top-8 and less than -2.2dB for Top-4.
Conclusions
In this contribution we discuss the evaluation of beam management Case 1 and Case 2 and make the following observations and proposals.
Evaluation methodology for beam prediction
Observation 1: For the AI/ML-based beam prediction mechanism, DL Tx beam prediction may achieve optimized Tx-Rx beam combination by DL Tx beam prediction and legacy Rx beam sweeping.
Observation 2: Using 256 beams in Set A constructed from a dense codebook increases the angular resolution compared to a 64-DFT codebook, while the same sparse sweeping procedure for inference and gNB configurations can be applied.
Observation 3: If multiple pre-configured Set Bs are used for training, it is more realistic for the gNB to select a limited number.
Proposal 1: For the evaluation of AI/ML-based beam prediction mechanism, 
· DL Tx beam prediction should be considered as the starting point.
· Both Case A (best Rx beam) and Case B (same specific Rx beam) can be adopted and reported by companies.
· Tx-Rx beam pair prediction can be also evaluated to justify potential additional performance gain over Alt.1.
Proposal 2: For evaluation of DL Tx beam prediction, the following two baselines can be considered:
· Baseline 1: A lower performance bound obtained by non-AI/ML-based legacy sparse beam sweeping with the same overhead as the AI/ML-based approach.
· Baseline 2: An upper performance bound obtained from exhaustive beam sweeping over all available beams in Set A.
Proposal 3: For evaluation of DL Tx-Rx beam pair sweeping, the following two baselines can be considered:
· Baseline 1: Non-AI/ML solution with legacy Tx beam sweeping plus legacy Rx beam sweeping, to justify the performance gain over non-AI/ML.
· Baseline 2: AI/ML-based DL Tx beam prediction plus the legacy Rx beam sweeping, to justify the performance gain over DL Tx beam prediction.
Proposal 4: For DL Tx beam prediction, for Option B, it should be clarified that the specific Rx beam is interpreted as the one fixed Rx beam per model input sample.
Proposal 5: To assess the RSRP gains achievable with 256 Tx beams compared to Exhaustive 64 beam sweeping, companies are encouraged to evaluate a dense codebook with overlapping beams for the construction of Set A.
Proposal 6: For BM-Case-1 and Case-2, for the selection of Set B, consider Set B is fixed across training and inference as a starting point.
· If multiple pre-configured patterns are evaluated, their maximum number should be limited, e.g. to 5.
Proposal 7: For the evaluation of the overhead reduction for BM-Case1, Option 2 is preferred because it takes all related processing for the beam management procedure into account.
· If Option 1 is used, Option 2 should be reported as a complement.
Proposal 8: For the evaluation of temporal domain beam prediction, Option 4, i.e., random direction straight-line trajectories for randomly dropped UEs, should be considered as the starting point.

Evaluations for spatial domain beam prediction
Observation 4: For the Rx beam selection in case of AI/ML-based DL Tx beam prediction there are various implementation options to optimize the Rx beam to trade latency, overhead and RSRP performance, e.g.,
· Option 1: Fixed Rx beams is used for inference during P-1/P-2 and the Rx beam sweeping is performed to determine the Rx beam in P-3.
· Option 2: A quasi-optimal DL Rx beam can be identified by measuring the always-on SSB beams at P-1 and used for Tx beam prediction at P-2.
· Option 3: Exhaustive Rx beam sweeping is swept over multiple P-1/P-2 rounds each of which predicts the best Tx beam for a specific Rx beam.
Observation 5: In case of DL Tx-Rx beam pair prediction, Set A of the AI/ML model consists of beam pairs and is expected to be significantly larger than for DL Tx beam prediction.
Observation 6: For spatial domain beam prediction, AI/ML-based schemes under the 64-DFT codebook outperform the legacy approach in most of the cases in terms of beam selection accuracy, e.g.,
· AI/ML-based Top-5 prediction reaches almost the upper performance bound with a prediction accuracy of 94.95% but with an overhead reduction of 67.17%. On the other hand, for the same overhead reduction, the established legacy Baseline approach can only achieve a prediction accuracy of 55.3%
· With AI/ML-based Top-3 prediction, the overhead compared to the legacy Baseline approach can be further reduced by another 8%, while the prediction still is much higher (89.2% as opposed to 55.3%)
Observation 7: For spatial domain beam prediction, AI/ML-based schemes under the 64-DFT codebook outperform the legacy approach in most of the cases in terms in terms of average L1-RSRP difference, e.g.,
· For AI/ML-based Top-5 prediction, the L1-RSRP difference compared to genie-aided beam prediction in Exhaustive 64 is as low as 0.03 dB, with an overhead reduction of 67.17%. On the other hand, for the same overhead reduction, the established legacy Baseline approach can only achieve an average L1-RSRP difference of 1.02dB
· With AI/ML-based Top-3 prediction, the overhead compared to the legacy Baseline approach can be further reduced by another 8%, while the average L1-RSRP difference is still is much smaller (0.08dB as opposed to 1.02dB)
Observation 8: For spatial domain beam prediction, better prediction accuracy is achieved when Set B is a subset of Set A compared to the case where Set B is a wide beam set, especially when K=1; with the increase of K, the gap between two options becomes narrower.
Observation 9: Using prior information (e.g., by measuring the always-on SSB beams) on the Rx beam selection to derive a quasi-optimal Rx beam can come very close in performance to always using the genie-aided best Rx beam obtained from an exhaustive sweep.
· If the determination of the quasi-optimal Rx beam is of 90% accuracy, the prediction accuracy is 96.1% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.11dB vs -0.05dB for genie-aided best Rx beam.
· If the determination of the quasi-optimal Rx beam is of 80% accuracy, the prediction accuracy is 94.3% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.18dB vs -0.05dB for genie-aided best Rx beam.
Observation 10: For spatial domain beam prediction, variable Set B patterns selected from a set of 5 pre-configured patterns can achieve close performance to the fixed pattern approach but with better generalization capabilities with respect to different patterns.
Observation 11: At least for spatial domain beam prediction, the legacy quantization granularity for RSRP as inference input has negligible impact on the prediction performance.
· For the AI/ML model with the output type of probability/best beam ID, the labels for training can be the best beam ID(s) and therefore is irrelative to the RSRP quantization granularity.
Observation 12: For spatial domain beam prediction, limiting the number of reported RSRPs in Set B for inference can save overhead while the performance may not be largely affected if the number of reported RSRPs is appropriately and adaptively determined.
Observation 13: The spatial domain beam prediction based on the Set A with 256 beams provides a considerable gain over the legacy upper bound Exhaustive 64 in achievable L1-RSRP using even less overhead associated with an Exhaustive 64 sweep.
Observation 14: The comparison of DL Tx beam prediction and DL Tx-Rx beam pair prediction under BM-Case 1 shows that beam prediction has better performance, e.g.
· For prediction accuracy (0dB RSRP difference) for Top-5, Tx-Rx beam pair: 93.5%; Tx beam (90% best Rx): 96.5%; Tx beam (best Rx): 97.5%.
· 1dB RSRP difference for Top-5, Tx-Rx beam pair: 94.5%; Tx beam (90% best Rx): 97%; Tx beam (best Rx): 98.5%.
Observation 15: Considering both baseband (BB) and RF impairments errors, beam pair prediction (when different Tx beams are measured with different Rx beams) would be significantly affected while the impact on beam prediction (when different Tx beams are measured with the same Rx beam) is negligible especially for Top-K>1:
· For DL Tx beam pair prediction (with 2dB BB and 4dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 9% 
· For AI/ML Top-3, the prediction accuracy degrades about 6%
· For AI/ML Top-5,  the prediction accuracy degrades about 6%
· For DL Tx beam pair prediction (with 3dB BB and 3dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 6%
· For AI/ML Top-3, the prediction accuracy degrades about 4%
· For AI/ML Top-5, the prediction accuracy degrades about 5%  
· For DL Tx beam prediction (with 2dB BB and 4dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 3%
· For AI/ML Top-3, the prediction accuracy degrades about 0.6%
· For AI/ML Top-5, the prediction accuracy degrades about 0.1%  
· For DL Tx beam prediction (with 3dB BB and 3dB RF accuracy range)
· For AI/ML Top-1, the prediction accuracy degrades about 4%
· For AI/ML Top-3, the prediction accuracy degrades about 1.4%
· For AI/ML Top-5, the prediction accuracy degrades about 1.1%  

Proposal 9: If DL Tx-Rx beam pair prediction is evaluated further, since the effort for required impact on signaling between gNB and UE is similar for UE-side and NW-side AI/ML deployment, both UE-side model and NW-side model should be given the same priority during the evaluations.
Proposal 10: For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, it should be studied how to select a quasi-optimal Rx beam without [substantially] increasing the overhead. The following options should be considered:
· Sweeping the always-on SSB beams to identify the best Rx beam to be utilized for measuring Set B.
· Configuring CSI-RS and sweeping the corresponded Tx beams to identify the best Rx beam for measuring Set B.
Proposal 11: Mechanisms to enable reporting a limited number of RSRPs while not (significantly) degrading the prediction performance can be studied, e.g.
· The gNB configures a RSRP threshold related to the strongest beam and only beams that satisfy the requirement are reported.
Proposal 12: If DL Tx-Rx beam pair prediction is evaluated, its feasibility with respect to large (e.g. up to 6dB) RSRP measurement errors should be taken into account.

Evaluations for temporal domain beam prediction
Observation 16: For temporal beam prediction, AI/ML based methods are more robust than legacy approaches to variations of the UE speed.
· When the time interval is 0.08s in the observation and prediction window, for UE speed 30km/h, the AI/ML Top-8 approach is 42% better than for the legacy baseline but for a UE speed of 90 km/h, the AI/ML Top-8 prediction accuracy is 47% better than for the legacy baseline 
· When the time interval is 0.16s in the observation and prediction window, for UE speed 30km/h, the AI/ML Top-8 approach is 48% better than for the legacy baseline but for UE speed 90 km/h, the AI/ML Top-8 prediction accuracy is 77% better than for the legacy baseline.
Observation 17: For temporal beam prediction, lower spatial consistency has more impact on the prediction accuracy achieved by the legacy approach than on accuracy achieved by the AI/ML-based methods. This can be seen from the results when different time instances are evaluated.
· For UE at 30km/h, the accuracy of AI/ML Top-8 degrades 3.35% but the baseline degrades 4.8% when stretching the two prediction intervals from 0.08s to 0.16s
· For UE at 90km/h, the accuracy of AI/ML Top-8 degrades 0.93% but the baseline degrades 9.56% when stretching the two prediction intervals from 0.08s to 0.16s
Observation 18: For temporal domain beam prediction, with comparable total overhead for temporal DL Tx beam prediction, longer prediction interval with larger number of Top-K candidates can achieve better performance than shorter prediction interval with a smaller of Top-K candidates.
Observation 19: For the generalization verification over various UE speeds under temporal domain beam prediction, when trained with 8000 samples:
· AI/ML has poor generalization performance when trained with a UE speed of 30 km/h and tested with 90 km/h, or vice versa
· In terms of prediction accuracy, e.g., it is slightly above 60% for Top-8 and slightly less than 40% for Top-4.
· In terms of prediction accuracy with 1dB margin, e.g., it is slightly below 70% for Top-8 and around 43% for Top-4.
· In terms of average L1-RSRP, e.g., it is more then -2dB for Top-8 and more than -4.5dB for Top-4.
· AI/ML can achieve moderate performance when trained with a UE speed of mixed 30 km/h and 90 km/h, and tested with either 30 km/h or 90 km/h.
· In terms of prediction accuracy, e.g., it is more than 80% for Top-8 and 65-75% for Top-4.
· In terms of prediction accuracy with 1dB margin, e.g., it is more than 80-90% for Top-8 and 70-77% for Top-4.
· In terms of average L1-RSRP, e.g., it is less than -1 dB for Top-8 and less than -2.2dB for Top-4.

Proposal 13: For temporal domain beam prediction, regarding the relationship between Set A and Set B:
· The size of Set B smaller than Set A should be considered as baseline.
· Both can be considered in evaluations: Set B is a subset of Set A; Set B contains wide beams with full direction which are different from Set A with narrow beams.
· Set B equal to Set A can be optionally used for performance comparison in evaluations.
Proposal 14: For temporal domain beam prediction evaluation, results for Top-K, K>1 should be presented in addition to Top-1 results.
· The Top-1 predicted beam can be derived as the eventual result after the second round sweeping based on the AI/ML inferred Top-K beams.
Proposal 15: For temporal domain beam prediction, study the trade-off over different prediction window lengths and different number of inferred Top-K candidates in terms of overhead and performance.
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Appendix – Simulation assumptions
Simulation configuration
Table 18.  Simulation assumptions
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz with SCS of 120 kHz

	Deployment
	200m ISD

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	Spatial domain: 3km/h
Temporal domain: 30km/h, 90km/h

	UE distribution
	FFS UEs per sector/cell for evaluation. More UEs per sector/cell for data generation is not precluded. 
Spatial domain and temporal domain: 100% outdoor

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	         [One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline] 
Spatial domain: number of BS beams equals to 64 and 256 for different types
Temporal domain: number of BS beams equals to 64

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	[Panel structure: (M,N,P) = (1,4,1)]
        single panel 
Number of UE beams equals to 4

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	Traffic Model
	Full buffer

	Inter-panel calibration for UE
	Ideal

	Control channel decoding
	Ideal 

	BF scheme
	EZF

	Other potential impairments
	Not modelled (assumed ideal).

	BS Tx Power
	40 dBm

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB
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