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Introduction
In RAN#94e meeting, one SID on AI/ML for Air interface is approved [1]. Three use cases are identified as initial set of use case shown below, and representative sub use cases should be recognized by RAN#98.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


The assessment of potential specification impact for use cases are also one part of the work of the SID, including RAN1, RAN2, and RAN4.
	Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


In RAN1#110 [2], for use case - Positioning accuracy enhancements, after extensive discussion, we have the following agreement.
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results


In RAN1#110b-e [3], based on AI/ML based positioning method and AI/ML model located node, we have the following agreement on the cases of AI/ML based positioning.
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



In this paper, we would present our initial thoughts on potential specification work.

Discussion
In this paper, we would discuss the standard impact brought about by AI/ML operation, from the perspective of the lifecycle of AI/ML model. The lifecycle of AI/ML model usually include model training, model validation, model test, model deployment, model inference, model monitoring, and model update. In general, model generation includes model training, model validation, and model test. 
· Model deployment
For both direct AI/ML positioning and AI/ML assisted positioning, in general AI/ML model can be located either at UE side or NW side, both of which are one-sided model. For one-sided model, normally, the AI/ML model can be offline trained by the side as inference node, or can be offline trained by one side and transferred to inference node. For the latter, more specification work is needed, e.g., how to transfer AI/ML model, the parameters of AI/ML model, and so on, which is one general issue to be discussed in AI9.2.1. 
Observation 1: For both of direct AI/ML positioning and AI/ML assisted positioning, AI/ML model can be delivered or not. It can wait for the progress of AI9.2.1.
Considering how to deliver AI/ML model and how to define an AI/ML model representation format (MRF) across platforms are not clear at present, which is also being discussed in RAN2/SA, we suggest that at present we can focus on AI/ML model training and inference located at the same side firstly.
Proposal 1: For both of direct AI/ML positioning and AI/ML assisted positioning, suggest to focus on the training and inference located at the same side at present.

· Model/Functionality identification
In AI9.2.1, we have discussed about functionality identification and model identification, and achieved some consensus [4].
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.


In addition, in light of the pre-meeting unofficial discussion, for functionality identification, the majority view is that functionality identification reflects conditions indicated by UE capability, and it does not yet reflect NW’s interest. Functionality may refer to a specific configuration of the Feature/FG or a set of configurations of the Feature/FG that are activated together as a group. 
[bookmark: _GoBack]For model identification, network can be aware of AI/ML model identities and operations. The model identities and operations refer to logical models (as opposed to physical models). UE may have transparent physical model operations under one logical model identified by an ID. Network may activate/deactivate/select/switch individual logic AI/ML models via model ID. One model ID can identify one specific applied scenario or configuration.
Last meeting, for positioning [4], we also have the following agreement on model/functionality identification:
	Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification


For UE-sided model, offline coordination among vendors can be not needed. So it is straightforward that functionality identification w/o touching model ID/model structure can be applicable. In our mind, although model identification seems not to be needed for UE-sided model, it also can be considered. For example, for case 1/2a, UE can report one model ID along with other model description information, and the model ID can be local. Then NW can allocate one global or local model ID. Sequentially, network/UE may activate/deactivate/select/switch individual AI/ML models via the allocated model ID.
Proposal 2: Both functionality identification and model identification can be considered for case 1 and case 2a.
For functionality identification/model identification, in general, the following information also can be considered to facilitate AI/ML identification for effective AI/ML operation management at NW side. However, whether and how to reflect them into specification can be further discussed.
· Model function
· If NW doesn’t know the function of AI/ML model, it is impossible for gNB to manage AI/ML operation. The function can be one of basic components of AI/ML identification. 
· Model applicable condition
· It can be discussed case by case. For example, when only one large model is supported by UE for positioning, there seems no necessary to register the applied condition. When a family of AI/ML models are supported for the same function, each AI/ML model is applicable for different scenarios, e.g.,InF-DH, InF-SH. It can help NW effectively management AI/ML model if the model applied condition also included. For how to denote the scenario/applicable conditions, enumeration method perhaps can be considered. 
· Model complexity
· Generally, the model complexity can be considered. For example, if UE supports multiple AI/ML models for different configurations, it doesn’t mean that UE must support them simultaneously. How to define/reflect the complexity in model registration can be further discussed.
· Model input
· It can be optionally considered, depending on specific use case. For example, for case1/case2a, the input totally can be up to UE’s implementation, and there is no need for specification.
· Model output
· Like model input, it can be optionally considered, depending on specific use case. For example, for case 1, the AI/ML output can be up to UE’s implementation. However, for case2a, the output may be needed to be included for NW to configure the reporting metric.
For the inference latency, in our understanding, the latency for all AI/ML models should not be beyond the current computation latency requirement. As for real inference latency, it can be up to device’s implementation. Thus, there is no need to identify the inference latency for this AI/ML operation.

Proposal 3: For AI/ML model identification for case1/2a, model ID, model applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability.
Proposal 4: For functionality identification for case1/2a, applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability.

· Model inference
In previous meetings [5, 6], we have the following agreements about AI/ML model inference.
	Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 
Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).


From the perspective of input/output of AI/ML model, the possible specification impact can include the following:
· New measurement metric and reporting, depending on the input/output of AI/ML model
· For case 2a/3a, the output of AI/ML model can be new metric, e.g., LOS/NLOS hard/soft indicator, TOA, path phase. Whether to support one ore more can depend on the progress of AI9.2.4.1.
· For UE/NG-RAN node assisted positioning and AI/ML model located at LMF (i.e., case 2b/case 3b), CIR/PDP can be as the input of AI/ML model, and they should be reported by UE/ NG-RAN to LMF. Whether to support either or both of CIR and PDP can depend on the progress of AI9.2.4.1.
· For case 1, it can be up to implementation, and no enhancement is needed.
· Procedure to enable direct AI/ML positioning and AI/ML assisted positioning
· From the perspective of configuration and reporting procedure, it seems to be enough to reuse the current procedure where AI/ML related information should be included in legacy message.
· AI/ML model activation/deactivation/switching/update related procedure may be needed to be considered. But it can be waited until the progress of 9.2.1.
Proposal 5: For case 2a and case 3a, the output of AI/ML model can be considered as new metric, e.g., LOS/NLOS hard/soft indicator, TOA. Whether to support it depends on the evaluation of AI9.2.4.1.
Proposal 6: For case 2b and case 3b, the input of AI/ML model can be considered as new metric, e.g., CIR/PDP. Whether to support it depends on the evaluation of AI9.2.4.1.
In legacy system, there is no explicit complexity characterization for positioning procedure. However, for AI/ML enabled operation, computation time requirement, the amount of computation, buffer size requirement, and power cost should be jointly considered to characterize the complexity of AI/ML model/algorithm. It is newly introduced by AI/ML algorithm, and may be much higher than legacy method. Whether/how to define and reflect the complexity of positioning enabled by AI/ML operation in the specification can be studied.
Proposal 7: Whether/How to define/reflect the complexity of the AI/ML operation in the specification can be studied.

· Model monitoring and update
Regarding model monitoring, we have the following agreements [4]:
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded


Since positioning is one relatively independent process, in some degree, the system performance is not related to positioning performance. System performance is not preferred as one monitoring metric.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]Input data based monitoring, including the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML input can reflect the applied scenario/usage of AI/ML model. In addition, there seem no overhead issue and no specification impact, and it can be up to implementation of the entity which the model located at. 
Proposal 8: Input data based monitoring can be considered for the evaluation of positioning monitoring, and it seems no spec enhancement is needed.
Regarding output data based monitoring metric, for direct positioning, e.g., case 1/case 2b/case 3b, at least UE with GNSS capability can provide position information as ground-truth label to evaluate the accuracy of the output.  Given the observation from AI9.2.4.1[4] where the positioning error increases approximately in proportion to the standard deviation of truncated Gaussian Distribution of the ground truth label error, we can set the quality level for the ground-truth label. 
For AI/ML assisted positioning, e.g., case 1/case 2a/case 3a, the ground truth label may be LOS/NLOS indicator, AOD, RSTD, etc., rather than coordinate. The immediate result, e.g., LOS/NLOS indicator, AOD, TOA, can be inferred based on position information provided by UE with GNSS capability or based RAT-dependent positioning methods.
Proposal 9: Output data based monitoring w/ ground-truth label can be considered for positioning monitoring, and normal UE could provide  ground truth label when label quality satisfy the requirement.
In addition, for monitoring based on inference accuracy, integrity can be considered to be utilized. In Rel-17, integrity is introduced for GNSS, which is a measure of the trust in the accuracy of the position-related data and the ability to provide associated alerts. In Rel-18, it has been extended to study solutions for integrity for RAT dependent positioning techniques. In our mind, the integrity mechanism can be leveraged as one tool to evaluate the performance the AI/ML model. However, considering the framework/methodology of AI/ML based positioning has not been established, it is fine to consider the integrity metric in later stage. 
Observation 2: The integrity mechanism can be considered as one tool to evaluate/monitor the performance of AI/ML model.

Conclusion 
In this contribution, we provide our opinions on standard impacts of positioning enabled by AI/ML:
Observation 1: For both of direct AI/ML positioning and AI/ML assisted positioning, AI/ML model can be delivered or not. It can wait for the progress of AI9.2.1.
Observation 2: The integrity mechanism can be considered as one tool to evaluate/monitor the performance of AI/ML model.

Proposal 1: For both of direct AI/ML positioning and AI/ML assisted positioning, suggest to focus on the training and inference located at the same side at present.
Proposal 2: Both functionality identification and model identification can be considered for case 1 and case 2a.
Proposal 3: For AI/ML model identification for case1/2a, model ID, model applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability.
Proposal 4: For functionality identification for case1/2a, applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability.
Proposal 5: For case 2a and case 3a, the output of AI/ML model can be considered as new metric, e.g., LOS/NLOS hard/soft indicator, TOA. Whether to support it depends on the evaluation of AI9.2.4.1.
Proposal 6: For case 2b and case 3b, the input of AI/ML model can be considered as new metric, e.g., CIR/PDP. Whether to support it depends on the evaluation of AI9.2.4.1.
Proposal 7: Whether/How to define/reflect the complexity of the AI/ML operation in the specification can be studied.
Proposal 8: Input data based monitoring can be considered for the evaluation of positioning monitoring, and it seems no spec enhancement is needed.
Proposal 9: Output data based monitoring w/ ground-truth label can be considered for positioning monitoring, and normal UE could  provide ground truth label when label quality satisfy the requirement.
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