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[bookmark: OLE_LINK13][bookmark: OLE_LINK14] In RAN1 #112b-e, discussion towards other aspects on AI/ML for CSI feedback enhancement continued [1]. Part of the agreements are presented as follows:
	Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signalling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 

Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.

Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· Data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases.
· Monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  





Potential specification impact
CSI compression with two-sided models
Model performance monitoring for CSI compression
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.




It has been widely acknowledged that performance monitoring for CSI compression will have a significant specification impact on model LCM. In this part, we would like to present our understanding of how performance monitoring is done for CSI compression.
Firstly, we will overview possible performance monitoring methods for CSI compression models. According to the discussions in previous meeting in 9.2.1 and 9.2.2.2, following categories of monitoring methods have been given by companies: 
1) Monitoring based on inference accuracy, i.e., intermediate KPIs as monitoring metrics (e.g., SGCS); 
2) Monitoring based on system performance, i.e., eventual KPIs as monitoring metrics (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK); 
3) Other monitoring solutions, at least including (input and/or output) data distribution-based monitoring or applicable condition-based monitoring. 
We will discuss the above options item by item.
1) Monitoring based on inference accuracy: 
Inference accuracy is a direct KPI to monitor performance of models. For CSI compression, it has been agreed in 9.2.2.1 that SGCS between reconstructed CSI and target CSI would serve as one of the basic KPIs for model inference accuracy, which means that directly measuring SGCS could be a baseline monitoring method. Note that other intermediate performance KPIs for CSI compression are not precluded. Once some other KPIs are agreed to be the optional choices, they are also able to replace SGCS in performance monitoring for CSI compression. To compute SGCS for CSI compression models (or other potential KPI for two-sided models) at either NW side or UE side, it is necessary to have label data (real-time CSI measurement) and complete model at one side, which is, however, not satisfied for current training collaborations. In RAN1 #112, it is agreed that intermediate KPIs based monitoring would be further categorized into 1) NW-side monitoring with target CSI report, 2) UE-side monitoring based on NW side output CSI indication, and 3) UE-side monitoring based on the output of CSI reconstruction model at UE side.
Observation 1: Monitoring inference accuracy is the most direct and reliable performance monitoring method for CSI compression with two-sided models.
For NW-side monitoring, the real-time CSI measurement is always missing and the complete model can be available if joint training at NW or separate training with NW-side first training are considered. Given the superior computation and storage capability at NW, we can assume model training happens at NW side, enabling complete models available at NW. To acquire real-time CSI measurement at NW side, a data collection procedure can be considered. According to the evaluation results, it is efficient to use enhanced legacy codebook to report ground-truth CSI measurement. The disadvantage of above method is that the overhead of CSI measurement can be large, e.g., ~1000 bits per sample to achieve enough reporting accuracy. Since different legacy codebook configurations can achieve different trade-offs between monitoring accuracy and reporting overhead, we may need to study which codebook configuration is the best for monitoring CSI measurement reporting in the future.
Observation 2: Legacy codebook with potential enhancement can be used to report CSI measurement for performance monitoring at NW side in CSI compression.
Proposal 1: Study monitoring inference accuracy at NW side as a baseline for performance monitoring in CSI compression.
Proposal 2: For NW-side monitoring based on intermediate KPIs, study the necessity and specification impacts of enhancing legacy codebook configurations for CSI measurement reporting.
For UE-side monitoring based on indication of NW side output CSI, the critical question from our opinion is whether the output CSI at NW side could be efficiently compressed via legacy codebook or some other simple method, since the overhead of transferring uncompressed output CSI (e.g., in Float32 format) over-the-air is generally unacceptable. In addition, the latency of the overall monitoring procedure may be enlarged when it is done at UE side, since additional signalling round is required to report the monitoring results to NW.
Proposal 3: For UE-side monitoring based on the output of the CSI reconstruction model at NW side, study the feasibility and specification impacts of compressing output CSI indication over-the-air.
Towards UE-side monitoring based on the output of CSI reconstruction model at UE side, we believe that proxy model will be a promising solution, because the transferring of an extremely complicated CSI reconstruction model either offline or over-the-air is a challenging task, and there could also be proprietary concerns. The principle of proxy model is to utilize a model (usually replacing CSI reconstruction part) different with the one used at NW side (usually simpler to avoid proprietary issues) for monitoring purpose. Note that we do not expect the proxy model to have the same capability as the actual one in use. In fact, it is enough for a proxy model to well approximate the output distribution (or SGCS distribution) with a potential constant bias in performance monitoring. We illustrate such phenomena in Figure 1 and Figure 2, where the SGCS of proxy model is expected to be a “shifted” one for the SGCS of the actual model in use. Therefore, we can easily infer the SGCS at NW side by linearly adjusting the SGCS of proxy model. Proxy model at UE side can be obtained by model transferring from NW (i.e., NW trains the proxy model and transfers it to UE), or just trained at UE side (in such case, NW may need to share some information of its CSI reconstruction model to UE to facilitate the training of proxy model). With proxy model, the large overhead in CSI measurement reporting (or output CSI indication) could be significantly reduced, since only the SGCS results or model switching decisions are required to reported over-the-air. In our companion material [2], we also provide our initial evaluation results of proxy model based monitoring, which shows a satisfying reliability based on the newly-agreed evaluation methodology. 
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Figure 1 SGCS comparison (left) and SGCS gap distribution (right) for a model scenario
Observation 3: For UE-side monitoring based on the output of CSI reconstruction model at UE side, proxy model is a promising solution with satisfying monitoring reliability to avoid the concerns in transferring complicated CSI reconstruction model. 
Proposal 4: For UE-side monitoring based on the output of CSI reconstruction model at UE side, study the feasibility and specification impacts of using proxy model to generate the output CSI for the purpose of performance monitoring.

2) Monitoring based on system performance: 
In addition to monitoring intermediate KPIs, system performance KPIs can also be used to evaluate the performance of CSI compression models. These KPIs, such as throughput, BLER, hypothetical BLER, and NACK/ACK, can provide insights into the efficiency of the system. Conventionally, throughput and BLER are calculated at the NW side, while NACK/ACK is determined at the UE side and reported back to the NW. By comparing the instantaneous or average system performance KPIs with historical results, NW or UE can determine if the current AI/ML model is outdated, thereby avoiding the overhead of sharing CSI measurements or models.
However, compared to intermediate KPIs, system performance KPIs are affected by a larger number of factors, including user distribution, inter-cell interference, and scheduling strategies, making it more difficult to attribute any degradation in performance solely to an outdated CSI compression model. Furthermore, system performance KPIs are subject to greater fluctuations due to various time-varying factors, resulting in the need for a longer time window to ensure stable results, which may increase the latency of such monitoring methods.
Observation 4: Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.

3) Other monitoring methods: 
In the previous meetings, two approaches for “other monitoring solutions” were identified - monitoring based on data distribution and monitoring based on applicable conditions. It is worth noting that these two methods share some common principles. In particular, data distribution can be considered as an example of applicable conditions.
As an example, let's take the input (distribution) based monitoring. During the training phase, each model will be assigned with an applicable input distribution based on its training data. The applicable input distribution for CSI compression can be quantified using measurable variables such as the range of delay spread, angular spread, and sparsity levels in the channel. We can then calculate a hard or soft index according to real-time CSI measurements, which indicates how well a new CSI measurement matches the applicable model's input. If too many current CSI samples are not applicable for the model, we can predict a performance degradation. Advanced drifting detection techniques on data distribution can also be considered to improve the accuracy of these monitoring methods. For CSI compression, we believe monitoring input distribution at UE side is a more practical solution, and we have yet to see any feasible methods for monitoring output distribution in CSI compression.
For applicable condition-based monitoring, the procedure is similar to distribution-based monitoring, but there are more options for determining whether a model is functional, such as cell/zone IDs, indoor/outdoor environment, etc. 
One of the biggest advantages of monitoring based on data distribution or applicable conditions for CSI compression is the ease of computing inference results, as drifting detection on input data distribution does not require data/model sharing between NW and UE or calculating system-level KPIs over a long time-window. However, there are also some costs associated with this approach. Specifically, there is overhead in describing the applicable conditions for models, and monitoring accuracy might be reduced as a drifting in applicable conditions does not necessarily result in a model performance degradation, potentially causing false alarms.
Finally, we believe that performance monitoring methods should be designed in conjunction with model selection/switching/updating methods to improve their effectiveness. For instance, when considering zone ID-specific models, it is natural to monitor performance based on the UE's current zone ID. However, if we use a generic model for both indoor and outdoor scenarios, the meaning of monitoring based on indoor/outdoor detection becomes less clear.
Observation 5: Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
Observation 6: There could be accuracy and reliability issues for monitoring methods based on applicable condition.
Observation 7: Design of applicable condition-based performance monitoring methods and development of scenario-/configuration-/site-specific models should be jointly considered in CSI compression.

Model ID, and Model selection, switching/activation/deactivation, fallback mechanism for CSI compression
Agreements regarding model identification and selection, switching, activation, deactivation, and fallback were established in the previous meeting in 9.2.1, and two options for model management were presented: model ID-based and functionality-based. From the viewpoint of CSI compression, we believe that a clear model ID is crucial. This is because much information about models, such as performance and selection results, will be exchanged between the network and UE. An explicit model ID can clearly indicate the mapping between these pieces of information, which is more efficient than a functionality-based approach.
Proposal 5: Study model ID based LCM procedure for CSI compression with two-sided models.
When discussing model selection, switching, activation, deactivation, and fallback in CSI compression, it is important to note that there is not yet a clear definition of model selection in 9.2.1. To clarify, we understand model selection to be the process of choosing one or multiple models from a candidate list for use in the inference stage. The candidate models can be for the same or different functionalities. A general model selection procedure in CSI compression consists of the following steps:
· Triggering by events or performance monitoring.
· Monitoring performance of the candidate model list.
· Making decisions based on performance monitoring results.
The model selection procedure can be triggered in several circumstances, such as performance degradation during regular monitoring, significant changes in the UE's wireless environment, or unsatisfactory performance of legacy CSI feedback over a long time-window. In the case of performance degradation, a model selection procedure will be launched to determine if there are better models for the current situation. Significant changes in the UE's environment may also indicate potential performance degradation, while unsatisfactory performance of legacy CSI feedback may prompt a switch to AI/ML-based solutions.
After being triggered, the main procedure of model selection involves launching multiple performance monitoring procedures for each candidate on the model list. Since these candidate models are not used during regular inference, additional reference signals and/or CSI reports must be configured to calculate intermediate KPIs or other metrics. It is important to correctly map the performance monitoring results to the CSI generation and reconstruction models, which can be done by assigning a unique model ID for each model pair. Finally, the model selection decision can be made by the network, UE, or a third-party entity, with the network being the preferred option as it can make selections based on inter- and intra-cell information to improve system performance. The method of sharing the model selection results depends on the format and details of the model ID in CSI compression.
Proposal 6: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
· Triggering conditions
· How to conduct multi-model performance monitoring for purpose of model selection
· Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.

The fallback mechanism in CSI compression is similar to model switching in that they are both triggered by the results of the model selection process. If the decision on model selection is deemed to be a "failure", then a fallback procedure is triggered. Our understanding is that once the decision on fallback has been agreed upon between the network and user equipment, the fallback procedure itself is similar for one-sided and two-sided models.
As for model switching/activation/deactivation, we believe it should be based on the outcome of the model selection process and there is no significant difference in how model switching is executed in CSI compression compared to other use cases with one-sided models if ID-based model management is used in these cases as well. 
Proposal 7: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 8: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.
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	Proposed observation 2-1-1(v3 hold): 
In CSI compression using two-sided model use case, the following table capture the pros/cons of different offline training collaboration types:  

		       Training types
Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW first
	 UE first

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes No
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  
(Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE for device specific model. 
	Yes
	Restricted
	
Conditional, with assisted information from UE
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes for device specific model. No for device-agnostic model. 
	Limited Yes
	Compatible 
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  

FL suggestion:
On training collaboration type analysis
Thanks for all the active input for training collaboration type discussion. To move forward, FL suggests company to use the following template to summarize pros/cons and try to use Proposed observation 2-1-1(v3 hold) as a starting point. For the two controversial part, (1) device agnostic versus device specific, (2) gradient exchange sequential training, I separate different column. If we later determine to remove and combine some column, it will always be easier than the other way around.
	   Training types


Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	
	Device agnostic
	Device specific
	
	
	
	
	





In RAN1 #112b-e, much efforts have been devoted to the discussion of different training collaborations, and some initial proposals were raised for further discussion. In this section, we continue to present our views on this topic, where observation 2-1-1 (v3) is taken as the starting point.
Towards the controversial issue on device specific and device agnostic type1 training, we feel that there is no need to further split different columns behind NW-sided Type1, as further categorization will make the table too complicated for making observations. For the gradient exchange sequential, we feel it ok to wait for the agreement in 9.2.2.1 on how to categorize it. For now, we follow the FL’s suggestion to set a separate column to summarize its characteristic, and this column may be merged to other training types in the future depending on the discussions. 
Proposal 9: Do not further categorize NW-sided type 1 training into device-specific and device-agnostic training, as further categorization will make the table too complicated for making observations

1. Whether model can be kept proprietary
We are generally ok with the current version that model proprietary can be kept for type 2 and cannot be kept for type1. For type 3, given the condition stated in note3, model proprietary can also be kept. However, to our understanding, information on model structure has to be disclosed to a certain degree to the other side to guarantee a good performance. For gradient exchange sequential training, we believe that model proprietary could be kept just like type2 and type3 training.
Proposal 10: Clarify in note 3 how to guarantee the performance of type 3 training if assuming information on model structure is not required to be disclosed in training collaboration type 3.
2. Whether require privacy-sensitive dataset sharing
Considering note 1 in proposal 2-1-1, all included training types do not have concerns on privacy-sensitive dataset sharing. We are ok with the current version. For gradient exchange sequential training, it is also “No” due to Note1. 
3. Flexibility to support cell/site/scenario/configuration specific model
From our understanding, to support cell/site/scenario/configuration specific model for a certain training collaboration type, one should collect the newly-emerged cell/site/scenario/configuration specific data and update/finetune the model accordingly. 
From the perspective of collecting cell/site/scenario/configuration specific data, while both NW and UE are capable of doing it, the collected data at NW side will be more comprehensive than that at UE side, as one UE can only collect data measured by itself but NW can collect data from UEs within one cell. Consequently, it is ok for us to say UE-sided type1 training is less flexible than NW-sided type1 training.
From the perspective of model updating, type1 includes the (re)-transferring the updated model, type2 needs to set up a new training session and exchange the FP/BP information, and type3 requires updating the model at the first training entity, exchanging the input/output data for the updated model to the other side, and finally (re)-training the model at the other entity. Therefore, according to note 4 which defines flexibility after deployment by the amount of offline cross-vendor co-engineering effort, we support to say “Yes” for type1, “Difficult” for type2, and semi-flexible for type3 in this item. For gradient exchange sequential training, as gradient exchange is required during training stage, we believe it is difficult to flexibly support cell/site/scenario/configuration specific model.
However, we feel confused to emphasize “with assisted information signaling” for UE-sided type1 training and UE-first type3 training. We understand that assisted information in data collected is required for both NW-sided and UE-sided training to develop cell/site/scenario/configuration specific model. We propose to clarify this point.
4. Whether gNB/device specific optimization is allowed
While we agree that type 2 and type 3 training support gNB/device specific optimization for models, it is somewhat unclear for us to say “restricted” for type 1 training. If the transferred model in type 1 training is a nominal or reference model and gNB/UE can develop their own model accordingly, we think gNB/device specific optimization is also allowed in type 1. For the convenience of easier understanding, we think it is better to add a note to explain what “Restricted” means in this item. For gradient exchange sequential training, it should be “Yes” as it is a hybrid method of type 2 and type 3 training.
Proposal 11: Clarify the reason to say “Restricted” for type 1 training for “Whether gNB/device specific optimization is allowed”.
5. Model update flexibility after deployment
This item is quite similar to item 3, as model updating is required to support cell/site/scenario/configuration specific models. Therefore, we hold the same view as what is stated in item 3 and are generally fine with the current version. However, we have the same question on why to emphasize the need of assisted information in UW-sided type 1 and UE first type 3 training. When we are talking model updating, we believe that the initial model has been deployed on the target NW, and UE can follow the same processing on the updated model to guarantee its usability at NW side. In fact, the issue of whether a model trained at UE side is still workable when considering the proprietary implementation at gNB is a general question for UE-sided type1 and UE-first type3 training, which should be potentially discussed in performance evaluation rather than in model updating. We propose to clarify the need to emphasize “(semi-) flexible with assisted information” in this item. For gradient exchange sequential training, For gradient exchange sequential training, we believe it should be “not flexible” as gradient exchanging between involved vendors is required during training.
Proposal 12: Clarify the reason to emphasize “with assisted information signaling” for UE-sided type1 training and UE-first type3 training for “Flexibility to support cell/site/scenario/configuration specific model” and “Model update flexibility after deployment”.
6. Feasibility of allowing UE side and NW side to develop/update models separately
With the explanation in Note 2, we are fine with the current version to say “limited” for type1 training, “infeasible” for type2 training, and “Feasible” for type3 training in this item. For gradient exchange sequential training, we believe it is “Infeasible” to develop models separately, because the training session requires the participating of both NW and UE.
7. Whether gNB can maintain/store a single/unified model for a CSI report configuration
Regarding this issue, we believe it is fine to say “Yes” for NW-sided type1 training and “No” for UE-side type 1 training, as NW can train one CSI reconstruction model corresponding to multiple CSI generation models at different UEs, but NW has to maintain multiple transferred CSI reconstruction models coming from multiple UEs. For type 2 and type 3 training, we are also okay to pend evaluation in 9.2.2.1 as there could be some performance degradation to maintain a unified model at NW side. For gradient exchange sequential training, we believe that it is better to also say “pending evaluation in 9.2.2.1”, since such method is a likely to be a hybrid one of type 2 and type 3 training.
8. Whether UE device can maintain/store a single/unified model for a CSI report configuration
We agree with the current version in this item, and the reason is similar to what is presented in item7. For gradient exchange sequential training, “pending evaluation in 9.2.2.1” is also recommended due to the same reason depicted in item 7.
9. Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
We are ok with the current wording for type1 training. To our understanding, the reason to say “limited” for type 1 training is that NW (UE) is able to train new CSI generation (reconstruction) model while keeping the CSI reconstruction (generation) model in use frozen. The only problem is how to deploy the new UE-side model trained at NW side onto devices, which could be resolved via the method mentioned in Note 2. 
For type2 training, if the training framework is confined to be “jointly updating NW side model and UE side model”, we are okay to say “Limited” for this item. For type3 training, this requirement could be fulfilled by transferring dataset for UE-side model to the newly-emerged UE. So, we agree to say “Support” for type3 training. For gradient exchange sequential training, it is natural to say “Support”.
10. Whether training data distribution can match the inference device
We understand that whether the training data distribution could match the inference device depends on whether the data on the target device could be collected for model training. From such perspective, for NW-sided type 1 and NW-first type 3 training, if data on target device can be collected by NW with enough assisted information, this issue can be addressed. We do not see any clear need to consider device-specific or device-agnostic training here. Therefore, we propose to modify the expression for NW-sided type 1 training in this issue to “Conditional, with assisted information from UE”, which is exactly the same as that for NW-first type 3 training. In addition, we did not get the reason to say “Restricted” for type2 training in this issue, as data on target device can be consideration during training, which is better to be clarified to align the understanding.
Proposal 13: For the issue “Whether training data distribution can match the inference device”, the expression for NW-sided type 1 training should be “Conditional, with assisted information from UE”.
Proposal 14: Clarify the reason to say “Conditional, with assisted information from UE” for type 2 training for the issue “Whether training data distribution can match the inference device”.
11. Software/hardware compatibility (Whether device capability can be considered for model development)
We have seen more detailed discussion on software/hardware compatibility of a transferred model in 9.2.1. Specifically, more sub-categories are identified, where level z4 refers to the case that the transferred model satisfies the compatibility requirement of devices. Therefore, we propose to say “Yes for z4” for NW-sided type 1 training and avoid any further discussion on device-specific and device-agnostic training, as introducing them would make the discussion too complicated for making observations.
Proposal 15: For the issue “Software/hardware compatibility (Whether device capability can be considered for model development)”, the expression for NW-sided type 1 training should be “Yes for z4”.
12. Model performance based on evaluation in 9.2.2.1
We are OK for “pending evaluation in 9.2.2.1”. For gradient exchange sequential training, it is also recommended to say “pending evaluation in 9.2.2.1”.

Overall speaking, we are in supportive of the current table with need to clarify some wording. The updated table based on our understanding is given below.
Proposal 16: Our modified table for proposed observation 2-1-1 is summarized below, where the modified parts are marked with yellow:
		 Training types
Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Difficult

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Not flexible
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible
	Infeasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes No
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  
(Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE for device specific model. 
	Yes
	Restricted
	Conditional, with assisted information from UE
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes for device specific model. No for device-agnostic model. z4
	Limited Yes
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  

CSI configuration and reporting
	Proposal 2-3-2(v4merged version):
In CSI compression using two-sided model use case, further study the potential specification impact for CSI configuration and report: 
· For network configuration to determine CSI payload size, gNB can configure the UE with one or more identifiers 
· For UE determination/reporting of the actual CSI payload size, UE reports the selected RI and/or selected identifier. 
· An identifier may be associated with the information of factors that represent a specific CSI payload size and/or model, e.g., UE part model compatible with the NW part model used by the gNB, rank value, quantization method/granularity, size of latent space from scalable dimensions for each layer, etc.
· FFS: other payload related aspects including how payload scales with number of subbands, number of ports, different payload configs, etc
Proposal 2-3-3(v1 on hold): 
In CSI compression using two-sided model use case, further study the following options to define the logical model ID for CSI configuration and report: 
· Option 1: The logical model ID indicates the CSI reconstruction model ID that NW will use. 
· Option 2: The logical model ID indicates the CSI generation model ID that the UE will use. 
· Option 3: The logical model ID indicates the paired CSI generation model and CSI reconstruction model. 
· Option 4: The logical model ID indicates by the dataset ID during training type 3 offline training. 
· Option 5: The logical model ID indicates a reference to a prior training session (e.g. using an API) between NW and UE, associated with a specific dataset. Hence the ID doesn’t refer to a model but instead a process used to obtain the models at each side. 
· Other options are not excluded. 
· Note: terminology of model ID is placeholder. It can be replaced by pairing ID if agreed in 9.2.1 (proposal 6-13a).




In RAN1 #112b-e, there were some discussions on how gNB could configure the CSI feedback behavior of UEs. In general, we are fine with the wording “one or more identifiers” to avoid misunderstanding. For proposal 2-3-3, we prefer to use “model ID” or “Indication” rather than “logical model ID”, as it has not reached a common understanding on “logical model ID” in 9.2.1. 
Proposal 17: Avoid using “logical model ID” in proposal 2-3-3 (v1) to prevent potential misalignments in companies. The terminology of “Model ID” or “indication” is ok for us.

Specification impacts on quantization/dequantization method
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
·       For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
·       For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.




In CSI compression, quantization is the process of converting floating-point numbers to binary bits, which is the final step in the CSI generation model. Dequantization, on the other hand, is the reverse process and is typically the first step in the CSI reconstruction model. It has been proposed by companies that there are quantization-aware and quantization-non-aware training for CSI compression. However, according to our simulation results, quantization-non-aware training would suffer from significant performance loss when test in quantization UCI. Therefore, we believe that AI/ML models for CSI compression should anyway use quantization-aware training.
Observation 8: Quantization-non-aware training for CSI compression would suffer from a significant performance loss compared with Quantization-aware training.
Quantization methods include scalar quantization (representing a float number using several bits) and vector quantization (representing multiple float numbers using several bits and a quantization codebook). It is important to align the quantization and dequantization methods at both the network (NW) and user equipment (UE) for optimal performance.
Observation 9: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
In training collaboration 1, where the CSI generation and reconstruction models are jointly designed and trained, the quantization and dequantization methods can be naturally aligned. In the case of model transfer, the quantization method can be embedded into the model structure weights. If only the model weights are updated, the quantization method must be aligned beforehand during model structure negotiation, and the quantization codebook can be updated accordingly.
In training collaboration 2 and 3, where the CSI generation and reconstruction models are separately designed, a dedicated procedure for aligning the quantization method is necessary. This includes high-level quantization methods (e.g. vector or scalar) and the details of the weights involved. If the quantization method is fixed during training, it only needs to be aligned once. However, if it is dynamic or updated during training, it must be aligned immediately after changes to ensure training performance. Aligning the quantization method in collaboration 3 is more challenging as the CSI generation and reconstruction models are trained separately. A fixed quantization method is therefore preferred in this case.
Proposal 18: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.

Data collection in CSI compression
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection

Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
·        Scalar quantization for ground-truth CSI
·       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
·        Codebook-based quantization for ground-truth CSI
·       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.




In RAN1 #112 and RAN1 #112b-e, it has been agreed that data collection in CSI compression will be studied in UE side data collection enhancement and NW side data collection. We notice that the enhancement of CSI-RS and/or SRS has been discussed widely by many companies, of which the necessity almost reaches consensus. In addition, it is widely mentioned that meta information can be helpful for model development. For example, if we know the cell ID for each CSI measurement, we can develop cell-specific models to improve the model performance. Apart from cell ID/zone ID/sector ID, some information related to UE devices, such as Rx antenna spacing, Rx RF gain imbalance, etc., can also be studied to figure out the need of being collected as meta information for CSI compression. From our understanding, if typical CSI compression models are well generalized across different values of a parameter, there is no need to collect it as meta information. Otherwise, it is better to collect the parameter as meta information to enable configuration-specific models to guarantee the performance. 
Proposal 19: Meta information reporting for data collection should be studied to facilitate the development of scenario-/area-/configuration-specific models. 
Observation 10: The necessity of reporting certain kind of meta information in data collection depends on model’s generalization ability on it.
Another issue yet has not been captured in agreement for data collection is the reporting manner. Specifically, collected CSI measurements can be reported in a grouped manner or sample-by-sample. The grouped reporting means that the data collection entity keeps collecting CSI measurements and reports all (or part of) collected samples together; while the sample-by-sample reporting means once data collection entity collects one sample, it will be reported at once. Obviously, the grouped reporting is more suitable for model training, which needs a large amount of data but does not have stringent requirements on the timeliness of samples, while sample-by-sample reporting is more suitable for performance monitoring, where a few samples are enough but should be timely delivered. Depending on the requirement for latency, sample-by-sample reporting is better to be implemented via UCI, and grouped reporting could be realized through MAC CE or RRC signalling. As the signalling and procedure for data collection is under discussion in RAN2, RAN1 may send them LS to clarify the requirement for data collection in CSI compression to facilitate the progress.
Observation 11: Enhanced legacy codebook can be used for data collection (CSI measurement), and enhancements for different data collection purpose can be different
Proposal 20: RAN1 could send LS to RAN2 to clarify the requirement of data collection in CSI compression (and other use cases).

CSI prediction
In RAN1 #112 bis-e, the following agreement is achieved [1]:
	Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  




From our point of view, specification impact of AI based CSI prediction should be discussed in R18 AI/ML. This is because the data collection, performance monitoring and the model adjustment including model selection/switching and finetuning for AI based CSI prediction is essential, with some specific requirements beyond the high-level principle of other one-sided model sub-cases and R18 MIMO WI. The detailed requirements and specification impacts are analyzed in the following subsubsections.
Proposal 21: Specification impact of AI based CSI prediction should be discussed in R18 AI/ML

Training style
First of all, the training style of AI based CSI prediction is discussed since the signaling is highly related to the training style. Based on the position of training, the AI-based CSI prediction can be further divided into UE-side training case (including the UE server) and NW-side training case. 
UE-side training requires the UE to have capability for training and keep enough computational and storage resources. It should be noted that the training conducted at UE server has similar specification impact (from RAN1 perspective) to the one conducted at UE. NW-side training requires the collaborated data collection and model transfer between UE and NW. The corresponding procedures of these two cases are illustrated in Figure 4 and Figure 5, respectively.

[image: ]
Figure 4. Procedure of UE-side training based CSI prediction.

[image: ]
Figure 5. Procedure of NW-side training based CSI prediction.
Reporting UE capability to NW for AI CSI prediction is one of the common procedures for UE-side training and NW-side training schemes. The UE capability for AI CSI prediction should include: AI related hardware information, training capability, data collection capability, supported functionality information, supported model information, monitoring capability and finetuning capability.
For the NW-side training based CSI prediction, the transfer of training data and model is inevitable. Furthermore, the monitoring and adjustment of AI based CSI prediction is identical for these two kinds of training.
The data collection, monitoring and adjustment (model selection/switching, deactivation, fall back etc.) is the most important procedure for AI based CSI prediction.
Proposal 22: The model training of AI-based CSI prediction should be discussed in consideration of NW-side training and UE-side training.
 
Data collection in CSI prediction
Data collection is mainly related to the model training and monitoring. 
· For model training, the collection of CSIs should be categorized into the collection of historical CSIs and the collection of future CSIs. 
· For the data collection of historical CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed). If the continuity or sequential order of CSIs is disrupted, the data should be noted and/or processed.
· For the data collection of future CSIs, both the periodic CSI prediction (predict CSI on the future periodic CSI-RS location) and aperiodic CSI prediction (predict CSIs do not on the future periodic CSI-RS location) should be considered. For periodic CSI prediction, consecutive samples can be generated from historical CSIs and future CSIs by using sliding manner. However, for aperiodic CSI prediction, specific CSI-RS configurations or combination of multiple CSI-RS configurations are needed to generate samples. 
For example, a series of consecutive samples using sliding manner can be described by slot ID like [0,5,10,15,20,25->28], [5,10,15,20,25,30->33], [10,15,20,25,30,35->38]…, these samples can be generated from CSI-RS-Resource-1 with slot ID of [0,5,10,15,20,25,30,35,…] with 5 slots spacing and CSI-RS-Resource-2 with slot ID of [28,33,38,…] with 5 slots spacing and 3 slots shift from the first ones. a series of consecutive samples using non-sliding manner can be described by slot ID like [0,5,10,15,20,25->28], [30,35,40,45,50,55->58], [60,65,70,75,80,85->88]…, these samples can be generated from CSI-RS-Resource-1 with slot ID of [0,5,10,15,20,25,30,35,…] with 5 slots spacing and CSI-RS-Resource-2 with slot ID of [28,58,88,…] with 30 slot spacing. 
· From the aspect of monitoring metrics, the monitoring of CSI prediction should be divided into model performance monitoring and system performance monitoring. The collection of CSIs is only needed for model performance monitoring and only related to the future CSIs. The collection of monitoring CSI should be divided into normal-quality CSIs and high-quality CSIs. Power and resource allocation for the normal-quality CSIs are identical/similar to that for future CSI of training stage while power and resource allocation should be specifically designed (such as improving transmission power, reducing interference resources) in order to acquire the high-quality CSIs. Furthermore, since the monitoring is conducted during the inference, thus, the data collection for monitoring should not disturb the data collection of historical CSIs for inference. At last, the duration of monitoring should be specified, which impacts the configuration of CSI-RS and/or CSI report for monitoring data collection. 
Another important feature is the assistance information to describe the relation with data collection and corresponding applicable condition. Since the generalization of AI based CSI prediction is not good for each condition, the data collection procedure should be related to the applicable condition. For example, the NW side should configure the applicable condition of data collection to collect data for specific condition to train specific model; the UE should report the condition of collected data to build the bounded relationship between the applicable condition and trained model ID.
If data transfer is needed, the delay requirement of data collection differs between model training and monitoring, which may result in different transmission solutions. For example, the training data does not need to transferred immediately and can be transferred by a group manner. However, the monitoring data should be transferred in time. Therefore, the training data can be transferred through MAC CE, RRC signalling or other offline approaches during idle time like late night while the monitoring data should be transferred immediately via UCI. As the signalling and procedure for data collection is under discussion in RAN2, RAN1 can send them an LS to clarify the requirement for data collection in CSI prediction to facilitate the progress.
Observation 12: For the data collection of historical CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed).
Observation 13: Data collection of future CSIs is different for periodic and aperiodic CSI prediction.
Observation 14: If data transfer is needed, the delay requirement of data collection differs between model training and monitoring, which may result in different transmission solutions.
Proposal 23: Data collection of AI-based CSI prediction should be studied.
Proposal 24: New or combined RS configurations to support the collection of labels if labels are not on the future instances of model input.
Proposal 25: The assistance information (applicable condition) of collected data for AI based CSI prediction should be configured or reported.

Performance monitoring in CSI prediction
As shown in our companion contribution with the evaluations [2], the performance of CSI prediction will change with the change of speed, transmission scenario, channel type and also impacted by the observation window and prediction window. Therefore, the monitoring requires the real time performance of AI-based CSI prediction. Monitoring of AI-based CSI prediction needs to be under the control of NW, which can be achieved by calculating the monitoring metrics directly at NW side or calculating the monitoring metrics at UE side and then report them to the NW side. Both monitoring procedures are elaborated as follows: 
· For NW-side calculating based monitoring, UE should feedback two kinds of CSIs, i.e., predicted CSIs and monitoring CSIs. The paired relation between the predicted CSIs and monitoring CSIs should be guaranteed when designing the feedback mechanism. 
· For UE-side calculating based monitoring, the monitoring metrics reported to the NW should be specified. There are some candidates: 
· The original value of metrics such as NMSE and SGCS;
· Accuracy score or level to measure the quality of prediction (for example, score 1 is for worst prediction quality and score 10 is for best prediction quality)
The reporting of monitoring metrics can be either mandatory or conditional. The mandatory one reports all monitoring metrics while the conditional one only reports when monitoring metrics are abnormal, for example, when the metric/quality is lower/higher than given threshold.
For UE-side calculating based monitoring, another important thing is how to ensure the reliability to prevent the deceptive behavior of UE.
The monitoring should not be conducted all the time. Therefore, the triggering condition and the duration (length of monitoring window) of monitoring for CSI prediction should be discussed. The monitoring of CSI prediction can be divided as periodic trigger and event trigger (such as the change of environment, speed, cell etc.). For the periodic trigger, the specification impact will be on the definition of periods for different configurations. For the event trigger, the specification impact will be on the definition of the triggering events.
The monitoring is also responsible for the update of applicable condition for AI/ML model of CSI prediction. Therefore, the update of applicable condition should be configured/reported after the gNB/UE monitoring. For instance, once the UE changes the location from indoor environment to outdoor environment, or the speed detected by gNB/UE, such an applicable condition associated with the model for proper uses should be updated in time.
Observation 15: The monitoring and a level y/z collaboration-based model adjustment such as model selection/switching, finetuning, deactivation and fall back, are needed to ensure the real time performance of AI-based CSI prediction.
Proposal 26: Monitoring of AI-based CSI prediction needs to be under the control of NW.
Proposal 27: Monitoring of AI-based CSI prediction should be studied with the consideration of NW-side calculating and UE-side calculating.
Proposal 28: The update of applicable condition should be configured/reported after the gNB/UE monitoring.

Model adjustment in CSI prediction
The model adjustment such as model selection/switching, finetuning, deactivation and fallback is essential for CSI prediction to overcome the generalization problem, which also needs to be under the control of NW. This is because the NW should be aware of the variation of the network, whether caused by the model changes or the other reasons, so that the NW can fully control the network and avoid the fluctuation of system performance. 
[bookmark: _Hlk131605131]The model adjustment should be triggered by the monitoring result: 
· Model adjustment triggered by monitoring based on inference accuracy/system performance: If the monitoring result of on-going model meets the predefined adjustment condition, UE can run multiple backup models together and report the monitoring results of these models to the NW. Then NW makes the decision of corresponding model adjustment for the next-step inference. In this case, the parallel monitoring of multiple models and the report of multiple monitoring results may introduce some impact on specification.
· Model adjustment triggered by monitoring based on data distribution/applicable condition: In this case, each model is labeled with a set of assistance information, e.g., speed, deployment scenarios, cell ID and so on. Once UE detects some change of condition which is associated with different assistance information, the model for CSI prediction can be adjusted. The measurement or acquisition of the assistance information is important for this scheme. Since the NW is responsible for the state of model, the report of assistance information or the signaling for model adjustment may be needed.
Proposal 29: The model adjustment such as model selection/switching, finetuning, deactivation and fallback is essential for CSI prediction to overcome the generalization problem.
Proposal 30: The decision of model adjustment of AI-based CSI prediction should be controlled by NW.
Proposal 31: The triggering and signaling to support model adjustment of AI-based CSI prediction should be studied.
Applicable conditions
As discussed in the previous subsubsections, the applicable conditions of AI-based CSI prediction are highly correlated with the process of data collection, monitoring and model adjustment. The applicable conditions of AI-based CSI prediction can be categorized into specific configurations and additional conditions, which are listed in details as follows.
1. specific configurations/conditions associated with UE capability of an AI/ML-enabled feature/FG: 
a) Hardware parameters, such as number of antenna ports, maximum supported bandwidth, etc.
b) configuration parameters, e.g., number of RS ports, RS period, number of RBs, number of ranks, observation window related parameters, prediction window related parameters, input type (raw channel, eigenvector)
2. additional conditions:
a) speeds or range of speeds
b) scenarios, e.g., LOS/NLOS, Umi/Uma
c) sites, area
d) SNR, average interference
e) timestamp information
Proposal 32: The applicable conditions of AI-based CSI prediction should be studied.

Conclusions
Following observations are drawn for this meeting:
Observation 1: Monitoring inference accuracy is the most direct and reliable performance monitoring method for CSI compression with two-sided models.
Observation 2: Legacy codebook with potential enhancement can be used to report CSI measurement for performance monitoring at NW side in CSI compression.
Observation 3: For UE-side monitoring based on the output of CSI reconstruction model at UE side, proxy model is a promising solution with satisfying monitoring reliability to avoid the concerns in transferring complicated CSI reconstruction model. 
Observation 4: Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.
Observation 5: Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
Observation 6: There could be accuracy and reliability issues for monitoring methods based on applicable condition.
Observation 7: Design of applicable condition-based performance monitoring methods and development of scenario-/configuration-/site-specific models should be jointly considered in CSI compression.
Observation 8: Quantization-non-aware training for CSI compression would suffer from a significant performance loss compared with Quantization-aware training.
Observation 9: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
Observation 10: The necessity of reporting certain kind of meta information in data collection depends on model’s generalization ability on it.
Observation 11: Enhanced legacy codebook can be used for data collection (CSI measurement), and enhancements for different data collection purpose can be different
Observation 12: For the data collection of historical CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed).
Observation 13: Data collection of future CSIs is different for periodic and aperiodic CSI prediction.
Observation 14: If data transfer is needed, the delay requirement of data collection differs between model training and monitoring, which may result in different transmission solutions.
Observation 15: The monitoring and a level y/z collaboration-based model adjustment such as model selection/switching, finetuning, deactivation and fall back, are needed to ensure the real time performance of AI-based CSI prediction.

And following proposals are made for this meeting:
Proposal 1: Study monitoring inference accuracy at NW side as a baseline for performance monitoring in CSI compression.
Proposal 2: For NW-side monitoring based on intermediate KPIs, study the necessity and specification impacts of enhancing legacy codebook configurations for CSI measurement reporting.
Proposal 3: [bookmark: _GoBack]For UE-side monitoring based on the output of the CSI reconstruction model at NW side, study the feasibility and specification impacts of compressing output CSI indication over-the-air.
Proposal 4: For UE-side monitoring based on the output of CSI reconstruction model at UE side, study the feasibility and specification impacts of using proxy model to generate the output CSI for the purpose of performance monitoring.
Proposal 5: Study model ID based LCM procedure for CSI compression with two-sided models.
Proposal 6: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
· Triggering conditions
· How to conduct multi-model performance monitoring for purpose of model selection
· Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.
Proposal 7: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 8: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.
Proposal 9: Do not further categorize NW-sided type 1 training into device-specific and device-agnostic training, as further categorization will make the table too complicated for making observations
Proposal 10: Clarify in note 3 how to guarantee the performance of type 3 training if assuming information on model structure is not required to be disclosed in training collaboration type 3.
Proposal 11: Clarify the reason to say “Restricted” for type 1 training for “Whether gNB/device specific optimization is allowed”.
Proposal 12: Clarify the reason to emphasize “with assisted information signaling” for UE-sided type1 training and UE-first type3 training for “Flexibility to support cell/site/scenario/configuration specific model” and “Model update flexibility after deployment”.
Proposal 13: For the issue “Whether training data distribution can match the inference device”, the expression for NW-sided type 1 training should be “Conditional, with assisted information from UE”.
Proposal 14: Clarify the reason to say “Conditional, with assisted information from UE” for type 2 training for the issue “Whether training data distribution can match the inference device”.
Proposal 15: For the issue “Software/hardware compatibility (Whether device capability can be considered for model development)”, the expression for NW-sided type 1 training should be “Yes for z4”.
Proposal 16: Our modified table for proposed observation 2-1-1 is summarized below, where the modified parts are marked with yellow:
		 Training types
Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Difficult

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Not flexible
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible
	Infeasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes No
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  
(Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE for device specific model. 
	Yes
	Restricted
	Conditional, with assisted information from UE
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes for device specific model. No for device-agnostic model. z4
	Limited Yes
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  

Proposal 17: Avoid using “logical model ID” in proposal 2-3-3 (v1) to prevent potential misalignments in companies. The terminology of “Model ID” or “indication” is ok for us.
Proposal 18: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.
Proposal 19: Meta information reporting for data collection should be studied to facilitate the development of scenario-/area-/configuration-specific models. 
Proposal 20: RAN1 could send LS to RAN2 to clarify the requirement of data collection in CSI compression (and other use cases).
Proposal 21: Specification impact of AI based CSI prediction should be discussed in R18 AI/ML
Proposal 22: The model training of AI-based CSI prediction should be discussed in consideration of NW-side training and UE-side training.
Proposal 23: Data collection of AI-based CSI prediction should be studied.
Proposal 24: New or combined RS configurations to support the collection of labels if labels are not on the future instances of model input.
Proposal 25: The assistance information (applicable condition) of collected data for AI based CSI prediction should be configured or reported.
Proposal 26: Monitoring of AI-based CSI prediction needs to be under the control of NW.
Proposal 27: Monitoring of AI-based CSI prediction should be studied with the consideration of NW-side calculating and UE-side calculating.
Proposal 28: The update of applicable condition should be configured/reported after the gNB/UE monitoring.
Proposal 29: The model adjustment such as model selection/switching, finetuning, deactivation and fallback is essential for CSI prediction to overcome the generalization problem.
Proposal 30: The decision of model adjustment of AI-based CSI prediction should be controlled by NW.
Proposal 31: The triggering and signaling to support model adjustment of AI-based CSI prediction should be studied.
Proposal 32: The applicable conditions of AI-based CSI prediction should be studied.

References
[bookmark: _Ref127458083]R1-2304168, Session notes for 9.2 (Study on AI/ ML for NR air interface), RAN1#113, 2023.4.
[bookmark: _Ref127458240]R1-2304471, Evaluation on AI/ML for CSI feedback enhancement, vivo, RAN1#113, 2023.5. 
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