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9.2.1 General aspects of AI/ML framework
Including characterization of defining stages of AI/ML algorithm and associated complexity, UE-gNB collaboration, life cycle management, dataset(s), and notation/terminology. Also including any common aspects of evaluation methodology.

[112bis-e-R18-AI/ML-01] Email discussion on general aspects of AI/ML by April 26 – Taesang (Qualcomm)

· Check points: April 21, April 26
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:

· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.

· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.

· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).

· FFS: relationship between functionality-based LCM and model-ID-based LCM

· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.

· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation
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9.2.2 AI/ML for CSI feedback enhancement
9.2.2.1 Evaluation on AI/ML for CSI feedback enhancement

Including evaluation methodology, KPI, and performance evaluation results. 

[112bis-e-R18-AI/ML-02] Email discussion on evaluation on CSI feedback enhancement by April 26 – Yuan (Huawei)

· Check points: April 21, April 26
Agreement

For the rank >1 options under AI/ML-based CSI compression, for a given configured Max rank=K, the complexity of FLOPs is reported as the maximum FLOPs over all ranks each includes the summation of FLOPs for inference per layer if applicable, e.g.,

· Option 1-1 (rank specific): Max FLOPs over K rank specific models.

· Option 1-2 (rank common): FLOPs of the rank common model.

· Option 2-1 (layer specific and rank common): Sum of the FLOPs of K models (for the rank=K).

· Option 2-2 (layer specific and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with a sum of k models.

· Option 3-1 (layer common and rank common): K * FLOPs of the common model.

· Option 3-2 (layer common and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with k * FLOPs of the layer common model.

Agreement
For the rank >1 options under AI/ML-based CSI compression, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,

· Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.

· Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.

· Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.

· Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.

· Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model.

Working assumption 

For the forms of the intermediate KPI results for the following templates:
	Table 2. Evaluation results for CSI compression with model generalization
Table 3. Evaluation results for CSI compression with model scalability, 

Table 4. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability, 

Table 5. Evaluation results for CSI compression of separate training without model generalization/scalability, 
Table 7. Evaluation results for CSI prediction with model generalization


· The intermediate KPI results are in forms of absolute values and the gain over benchmark, e.g., in terms of “absolute value (gain over benchmark)”

· The intermediate KPI results are in forms of linear value for SGCS and dB value for NMSE

Working Assumption 

For the per layer CSI payload size X/Y/Z in the templates of CSI compression, as a clarification, the X/Y/Z ranges in the working assumption achieved in RAN1#112 meeting is applicable to Max rank = 1/2. For Max rank ([image: image2.png]


) = 3/4, the per layer basis X/Y/Z ranges are re-determined as:

· X is <=[image: image4.png][160/v]
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· Y is [image: image6.png][200/v]
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· Z is >=[image: image10.png][460/v]



bits

Working Assumption 

For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback reduction is provided for 3 CSI feedback overhead ranges, where for each CSI feedback overhead range of the benchmark, it is calculated as the gap between the CSI feedback overhead of benchmark and the CSI feedback overhead of AI/ML corresponding to the same mean UPT.

· Note: the CSI feedback overhead reduction and gain for mean/5%tile UPT are determined at the same payload size for benchmark scheme

	CSI feedback reduction (%)  (for a given CSI feedback overhead in the benchmark scheme)
	[X*Max rank value], RU<=39%

	
	[Y*Max rank value], RU<=39%

	
	[Z*Max rank value], RU<=39%

	
	[X*Max rank value], RU 40%-69%

	
	[Y*Max rank value], RU 40%-69%

	
	[Z*Max rank value], RU 40%-69%

	
	[X*Max rank value], RU >=70%

	
	[Y*Max rank value], RU >=70%

	
	[Z*Max rank value], RU >=70%


Note: for result collection for the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#112bis-e meeting,

· 15 sources show that compared to the case where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B, it has degraded performance if the model is trained with deployment scenario#A and applied for inference with a different deployment scenario#B.

· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, deployment scenario#A is UMi, deployment scenario#B is UMa, or deployment scenario#A is InH, deployment scenario#B is UMa/UMi.

· 6 sources observe that if deployment scenario#A and deployment scenario#B are subject to some certain combinations, the degradation is minor.

· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, or deployment scenario#A is UMi, deployment scenario#B is UMa.

· 6 sources show that generalized performance of the AI/ML model can be achieved, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#A and deployment scenario#B, and the trained AI/ML model applies inference on either deployment scenario#A or deployment scenario#B.

· E.g., deployment scenario#A is InH, deployment scenario#B is UMa and/or UMi.

· 3 sources show that, compared to the case where the AI/ML model is trained on scenario#A and applied for inference on deployment scenario#B, the generalization performance can be improved, if the AI/ML model, after trained on deployment scenario#A, is updated based on a fine-tuned dataset subject to deployment scenario#B, and performs inference on deployment scenario#B.

· E.g., deployment scenario#A is InH, deployment scenario#B is UMa or UMi.

Agreement
For the AI/ML based CSI prediction, add an entry for “Table 6. Evaluation results for CSI prediction without model generalization/scalability” to report the Codebook type for CSI report.

	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance [between prediction instances/distance from the last observation instance to the 1st prediction instance])

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report


Agreement

To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples

· FFS how to obtain the K test samples

· Step2: For each of K test samples, a bias factor of monitored intermediate KPI ([image: image12.png]


) is calculated as a function of [image: image14.png]KPlpiss = fKPLirruarr KPlzonie )



, where [image: image16.png]KPL, rual



 is the actual intermediate KPI, and [image: image18.png]


 is the genie-aided intermediate KPI.

· Step3: Calculate the statistical result of the [image: image20.png]


 over K test samples which represents the monitoring accuracy performance.

· Note: [image: image22.png]


 is introduced for the evaluation and comparison purpose; it may not be available in the real network.

· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample [image: image24.png]


 is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where

· [image: image26.png]KPL, rual



 is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.

· [image: image28.png]


 is calculated with output CSI (as for [image: image30.png]KPL, rual



) and the ground-truth CSI of Float32.
· Note: if Float32 is used for [image: image32.png]KPL, rual



, the monitoring accuracy is 100% if [image: image34.png]


 and [image: image36.png]


 are based on the same CSI sample. 

· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:

· Case 2-1: the proxy model is a proxy CSI reconstruction part, and [image: image38.png]KPL, rual



 is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.

· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%

· Case 2-2: the proxy model directly outputs intermediate KPI ([image: image40.png]KPL, rual



)
· [image: image42.png]


 is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.

· FFS whether/how to evaluate the generalization performance of the proxy model.

· Case 3: others are not precluded
Conclusion
For the evaluation of CSI enhancements, when reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing.
· How to calculate the FLOPs for pre/post processing is up to companies.
· While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered.
· Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part
· Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part
Agreement
For the evaluation of CSI compression, companies are allowed to report (by introducing an additional field in the template to describe) the specific CQI determination method(s) for AI/ML, e.g.,
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW
· Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW
· Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation
· Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment
· Option 1c: CQI is calculated based on traditional codebook
· Other options if adopted, to be described by companies
Agreement

For the AI/ML based CSI prediction sub use case, if collaboration level x is reported as the benchmark, the EVM to distinguish level x and level y/z based AI/ML CSI prediction is considered from the generalization aspect.
·           E.g., collaboration level y/z based CSI prediction is modeled as the fine-tuning case or generalization Case 1, while collaboration level x based CSI prediction is modeled as generalization Case 2 or Case 3.
Agreement

To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, [image: image44.png]


 is in forms of

· Option 1: Gap between [image: image46.png]KPL, rual



 and [image: image48.png]


, i.e. [image: image50.png]


; 
· Monitoring accuracy is the percentage of the samples for which [image: image52.png]|KPI,s¢| < KPLy |



, where [image: image54.png]


 is a threshold of the intermediate KPI gap.

· Option 2: Binary state where [image: image56.png]KPL, rual



 and [image: image58.png]


 have different relationships to their threshold(s), i.e., [image: image60.png]KPL; 5)
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, where [image: image62.png]


 can be same or different from [image: image64.png]



· Monitoring accuracy is the percentage of the samples for which [image: image66.png]


.
· FFS other metrics: Misdetection, False alarm, etc.

· FFS the values of [image: image68.png]


, [image: image70.png]


, [image: image72.png]


.

· FFS whether/how to evaluate the monitoring metrics for Rank>1
Working Assumption
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback overhead for the metric of eventual KPI (e.g., mean/5% UPT) is re-determined as:

· CSI feedback overhead A: <=β* 80 bits.

· CSI feedback overhead B: β* (100bits – 140 bits).

· CSI feedback overhead C: >=β* 230 bits.

· Note: β=1 for max rank = 1, andβ=1.5 for max rank = 2/3/4.

· FFS for rank 2/3/4, whether to add an additional CSI feedback overhead D: >=γ* 230 bits, γ= [1.9], and limit the range of CSI feedback overhead C as:β* 230 bits-γ* 230 bits.

· Note: companies additionally report the exact CSI feedback overhead they considered

Observation

For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, till the RAN1#112bis-e meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B, 

· Generalized performance of the AI/ML model can be achieved (0%~5.9% loss) under generalization Case 3 for the inference on either CSI payload size#A or CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#A and CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 7 sources (Note *) (6 sources (Note **) showing 0%~2.2% loss, 3 sources (Note ***) showing 2.35%~5.9% loss). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 3 sources (Note ****), showing 0.2%~5.9% loss.
· Various quantization granularities, adopted by 1 source (Note *****), showing 1.8%~4.7% loss.
· Adaptation layer in the AL/ML model, adopted by 3 sources (Note ******), showing 0%~4.05% loss.
· Note: the above results are based on the following assumptions
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Input/output scalability dimension Case 3 is adopted: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions.

· The performance metric is SGCS in linear value for layer 1/2.

· Note *: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note **: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note ***: Ericsson (R1-2302918), OPPO (R1-2302540), MediaTek (R1-2303336).
· Note ****: OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224).
· Note *****: Ericsson (R1-2302918).
· Note ******: Huawei, HiSilicon (R1-2302358), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
Observation 

For the AI/ML based CSI prediction, till the RAN1#112bis-e meeting, 

· 11 sources (Note *) show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein

· 5 sources (Note **) show the gain of 14% ~ 26.47% using raw channel matrix as input.

· 2 sources (Note ***) show the gain of 5.64% ~ 9.49% using precoding matrix as input, which is in general worse than using raw channel matrix as input

· Note 1: spatial consistency is adopted in 1 source (Note ****) and not adopted in 5 sources (Note *****).
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed is 30km/h.
· The performance metric is SGCS in linear value for layer 1.

· Note *: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), Spreadtrum Communications, BUPT, (R1-2302593), Nokia, Nokia Shanghai Bell (R1-2302628), CATT (R1-2302695), Fujitsu (R1-2302904), Samsung (R1-2303120), ETRI (R1-2303194), CMCC (R1-2303224), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note **: ZTE (R1-2302437), Nokia, Nokia Shanghai Bell (R1-2302628), Spreadtrum Communications, BUPT (R1-2302593), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note ***: ZTE (R1-2302437), Fujitsu (R1-2302904).
· Note ****: Nokia, Nokia Shanghai Bell (R1-2302628).
· Note *****: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), ETRI (R1-2303194), CMCC (R1-2303224), Apple (R1-2303475).
Agreement

For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:

· Benchmark: R16 eType II CB; 

· Others can be additionally submitted, e.g., Type I CB.

· Input/Output type: Eigenvectors of the current CSI

· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.

· Ground-truth CSI quantization method: Float32, i.e., without quantization

· Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 Type II-like method with new parameters, scalar quantization, etc.

· Rank/layer adaptation settings for rank>1: Option 3-1, i.e., layer common and rank common

· Other rank>1 options can be additionally submitted for comparison, e.g., Option 1-1/1-2/2-1/2-2/3-2.

· Quantization method: quantization-aware training (Case 2-1 or Case 2-2)

· Quantization non-aware training can be additionally submitted for comparison

· SQ and/or VQ is up to companies; companies are encouraged to provide results of various cases for comparison.
· Performance metric for intermediate KPI: SGCS

· NMSE can be additionally submitted.

Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 

· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:

· UE speed: 10km/h, 30km/h, 60km/h;

· Others can be additionally submitted, e.g., 120km/h.

· Input/Output type: Raw channel matrix

· Other can be additionally submitted, e.g., eigenvectors.

· Observation window: 5/5ms, 10/5ms

· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.

· Prediction window: 1/5ms/5ms

· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.

· Performance metric for intermediate KPI: SGCS

· NMSE can be additionally submitted.

· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.

· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:

· Performance metric for intermediate KPI: SGCS

· NMSE can be additionally submitted.
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Some discussions on evaluation on AI-ML for CSI feedback
CAICT

R1-2303194
Evaluation on AI/ML for CSI feedback enhancement
ETRI

R1-2303224
Discussion on evaluation on AI/ML for CSI feedback enhancement
CMCC

R1-2303336
Evaluation on AI/ML for CSI feedback enhancement
MediaTek Inc.

R1-2303435
Evaluation of AI and ML for CSI feedback enhancement
NVIDIA

R1-2303475
Evaluation for AI/ML based CSI feedback enhancement
Apple

R1-2303524
Evaluation on AI/ML for CSI feedback
Lenovo

R1-2303582
Evaluation on AI/ML for CSI feedback enhancement
Qualcomm Incorporated

R1-2303654
Discussion on AI/ML for CSI feedback enhancement
AT&T

R1-2303705
Discussion on evaluation on AI/ML for CSI feedback enhancement
NTT DOCOMO, INC.

R1-2303776
Evaluation on AI/ML for CSI feedback enhancement
Indian Institute of Tech (H)

R1-2303849
Evaluation on AI/ML for CSI feedback enhancement
IIT Kanpur

Withdrawn

9.2.2.2 Other aspects on AI/ML for CSI feedback enhancement

Including potential specification impact.
[112bis-e-R18-AI/ML-03] Email discussion on other aspects on AI/ML for CSI feedback enhancement by April 26 – Huaning (Apple)

· Check points: April 21, April 26
Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 

· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)

· CSI reporting configurations 

· CSI report UCI mapping/priority/omission

· CSI processing procedures.   

· Other aspects are not precluded. 

Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases

· monitoring procedure and metric for AI-based CSI prediction.

· Model/functionality selection/switching and finetuning procedure.

· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.

· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.

· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.
Conclusion

In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   
Agreement

In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
·        Scalar quantization for ground-truth CSI
·       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
·        Codebook-based quantization for ground-truth CSI
·       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1

· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.
Agreement

In CSI compression using two-sided model use case, further study  the necessity and potential specification impact on quantization alignment, including at least: 
·       For vector quantization scheme, 
· The format and size of the VQ codebook

· Size and segmentation method of the CSI generation model output 
·       For scalar quantization scheme,
· Uniform and non-uniform quantization

· The format, e.g., quantization granularity, the distribution of bits assigned to each float.

· Quantization alignment using 3GPP aware mechanism.

R1-2303982
Summary #4 on other aspects of AI/ML for CSI enhancement
Moderator (Apple)
R1-2303981
Summary #3 on other aspects of AI/ML for CSI enhancement
Moderator (Apple)
R1-2303980
Summary #2 on other aspects of AI/ML for CSI enhancement
Moderator (Apple)
R1-2303979
Summary #1 on other aspects of AI/ML for CSI enhancement
Moderator (Apple)
R1-2302320
Discussion on other aspects of AI/ML for CSI feedback enhancement
FUTUREWEI

R1-2302359
Discussion on AI/ML for CSI feedback enhancement
Huawei, HiSilicon

R1-2302438
Discussion on other aspects for AI CSI feedback enhancement
ZTE

R1-2302478
Other aspects on AI/ML for CSI feedback enhancement
vivo

R1-2302541
On sub use cases and other aspects of AI/ML for CSI feedback enhancement
OPPO

R1-2302594
Discussion on other aspects on AIML for CSI feedback
Spreadtrum Communications

R1-2302629
Other aspects on ML for CSI feedback enhancement
Nokia, Nokia Shanghai Bell

R1-2302696
Discussion on AI/ML-based CSI feedback enhancement
CATT

R1-2302750
Discussion on AI/ML for CSI feedback enhancement
NEC

R1-2302791
On other aspects on AI/ML for CSI feedback
Intel Corporation

R1-2302823
Discussion on AI/ML for CSI feedback enhancement
InterDigital, Inc.

R1-2302842
Considerations on CSI measurement enhancements via AI/ML
Sony

R1-2302905
Views on specification impact for CSI feedback enhancement
Fujitsu

R1-2302919
Discussion on AI-CSI
Ericsson

R1-2302976
Discussion on specification impact for CSI feedback based on AI/ML
Xiaomi

R1-2303026
Discussion on AI/ML for CSI feedback enhancement
China Telecom

R1-2303038
Discussion on AI/ML for CSI feedback enhancement
Panasonic

R1-2303051
On Enhancement of AI/ML based CSI
Google

R1-2303077
Other aspects on AI/ML for CSI feedback enhancement
LG Electronics

R1-2303121
Discussion on potential specification impact for CSI feedback enhancement
Samsung

R1-2303184
Discussions on AI-ML for CSI feedback
CAICT

R1-2303195
Discussion on other aspects on AI/ML for CSI feedback enhancement
ETRI

R1-2303225
Discussion on other aspects on AI/ML for CSI feedback enhancement
CMCC

R1-2303337
Other aspects on AI/ML for CSI feedback enhancement
MediaTek Inc.

R1-2303436
AI and ML for CSI feedback enhancement
NVIDIA

R1-2303476
Discussion on other aspects of AI/ML for CSI enhancement
Apple

R1-2303525
Further aspects of AI/ML for CSI feedback
Lenovo

R1-2303583
Other aspects on AI/ML for CSI feedback enhancement
Qualcomm Incorporated

R1-2303655
Discussion on AI/ML for CSI feedback enhancement
AT&T

R1-2303706
Discussion on other aspects on AI/ML for CSI feedback enhancement
NTT DOCOMO, INC.

R1-2303810
Discussions on CSI measurement enhancement for AI/ML communication
TCL Communication Ltd.
9.2.3 AI/ML for beam management 
R1-2301667
Contributions on AI/ML based Positioning Accuracy Enhancement
Indian Institute of Tech (M), CEWiT, IIT Kanpur

9.2.3.1 Evaluation on AI/ML for beam management

Including evaluation methodology, KPI, and performance evaluation results. 

[112bis-e-R18-AI/ML-04] Email discussion on evaluation on AI/ML for beam management by April 26 – Feifei (Samsung)

· Check points: April 21, April 26
Agreement

· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 

·  [image: image74.png]RS OH reduction[%]
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· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable

· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme

· Companies report the assumption on additional measurements

· Companies report the assumption on baseline scheme
· Companies report the assumption on T1 and T2
· Other options are not precluded and can be reported by companies.
Agreement

· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction for inference of AI/ML model can be reported by company. 
· UCI overhead reduction = 1- Total UCI payload size for AI/ML/Total UCI payload size of baseline.

· Companies to report detailed assumption of UCI for AI/ML and baseline, e.g., including quantization mechanism

Conclusion
· It is optional to evaluate and compare the performance for BM Case-1 with different UE distribution assumptions: 
· Option 1: 80% indoor, 20% outdoor as in TR 38.901

· Option 2: 100% outdoor
Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable

· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample 
· Companies report how to select the “best” Rx beam(s) 

· Option 2: Measurements of specific Rx beam(s)

· Companies report how to select specific Rx beam(s) 

· Option 3: Measurements of random Rx beam(s) per model input sample

Other options are not precluded and can be reported by companies.
Observation
· At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes [a minor loss x%~y%, if applicable] in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B.
Agreement

· For AI/ML in beam management, further study performance with different types of label, considering the following:

· Option 1a: Top-1 beam(pair) in Set A

· Option 1b: Top-K beam (pair)s in Set A

· Option 2a: L1-RSRPs per beam of all the beams(pairs) in Set A 

· Option 2b: Top-K beam(pair)s in Set A and the corresponding L1-RSRPs 

· Option 2c: Top-1 beam(pair) in Set A and the corresponding L1-RSRP

· Other options are not precluded and can be reported by companies. 

Observation
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects with the measurements from the best Rx beam without UE rotation.

· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams

· evaluation results [from 4 sources] indicate that, AI/ML can achieve [about 70%~80%] beam prediction accuracy of Top-1 DL Tx beam, evaluation results [from 6 sources] indicate that, AI/ML can achieve [about 80%~90%] beam prediction accuracy of Top-1 DL Tx beam, and evaluation results [from 4 sources] show [more than 90%] beam prediction accuracy of Top-1 DL Tx beam

· evaluation results [from 8 sources] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy for Top-1 DL Tx beam with 1dB margin

· evaluation results [from 8 sources] indicate that, AI/ML can achieve [more than 80%] beam prediction accuracy for Top-2 DL Tx beam. The beam prediction accuracy increases with K.  

· evaluation results [from 9 sources] indicate that, the average L1-RSRP difference of Top-1 predicted beam can be [below or about 1dB].

 
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams

· evaluation results [from 2 sources] indicate that, AI/ML can achieve [about 50%] beam prediction accuracy of Top-1 DL Tx beam, evaluation results [from 3 sources] show [about 60%~70%] beam prediction accuracy of Top-1 DL Tx beam, and evaluation results [from 2 sources] show [about 70%~80] beam prediction accuracy of Top-1 DL Tx beam.

· evaluation results [from 4 sources] indicate that, AI/ML can achieve [70%-90%] beam prediction accuracy for Top-1 DL Tx beam prediction with 1dB margin

· evaluation results [from 2 sources] indicate that, AI/ML can achieve [about 70%~ 80%] beam prediction accuracy for Top-2 DL Tx beam, and evaluation results [from 4 sources] indicate that, AI/ML can achieve [more than 80%] beam prediction accuracy for Top-2 DL Tx beam. The beam prediction accuracy increases with K.

· Note that ideal measurements are assumed

· Beams could be measured regardless of their SNR.

· No measurement error.

· Measured in a single-time instance (within a channel-coherence time interval).

· No quantization for the L1-RSRP measurements.

· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

 
Agreement

For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, optionally study the performance with a quasi-optimal Rx beam (i.e., not all the measurements as inputs of AI/ML are from the “best” Rx beam) with less measurement/RS overhead compared to exhaustive Rx beam sweeping. 

· At least the following options can be considered:

· Opt A: Identify the quasi-optimal Rx beams to be utilized for measuring Set B/Set C based on the previous measurements.

· Companies can report the time information and beam type (e.g., whether the same Tx beam(s) in Set B) of the reference signal to use. 

· Companies report how to find the quasi-optimal Rx beam with “previous measurement”

· FFS: Opt B: The Rx beams for measuring Set B/Set C consist of the X% of “best” Rx beam exhaustive Rx beam sweeping and (1-X%) of random Rx beams [or the adjacent Rx beam to the “best” Rx beam].

· X%= 80% or 90%, or other values reported by companies. 

· Note: X% is the percentage of measurements with “best” Rx beams out of all measurements   

· Other options are not precluded.

· Companies report the measurement/RS overhead together with beam prediction accuracy. 

Conclusion

To evaluate the performance of BM-Case1 for both DL Tx beam and pair prediction, aiming to analysis the following aspects:

· Clarify the baseline performance in terms of beam prediction accuracy and/or average L1-RSRP difference. 

· Other metrics to be considered:

· Measurement/RS overhead reduction

· UCI overhead (reduction) potentially with different quantization 

· User throughput

· Model size /complexity
· Average predicted L1-RSRP difference, if applicable 

· Performance difference based on the reported results from each company

· Different Set B assumption

· Opt A/B, Opt C, Opt D

· [(optional) with UE rotation] 
· (optional) with different Rx assumption for DL Tx beam prediction/DL beam pair prediction and potentially with quasi-optimal Rx beam

· (optional) with quantization

· [(optional) with measurement error]

· [(optional) with different label, including data collection for NW side model if supported]

· [(optional) Impact of different beam pair pattern for beam pair prediction, e.g., 

· Tx down sampling only

· Tx and Rx down sampling]

· Other settings:

· Other percentage of Set B and Set A if reported by companies

· When Set B is different from Set A (e.g., Set B is composed of wide beams and Set A is composed of narrow beams).

· Other aspects are not precluded

· Observation/analysis may consider UE-side and NW-side model when applicable

 
Observation
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A without considering other generalization aspects with the measurements from the best Rx beam without UE rotation.

· (Opt 2B) For the case that Set B of beams is changed among pre-configured patterns, evaluation results [from 4 sources] show that the beam prediction accuracy degrades [no more than 5%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference, where the [one source] used [24] pre-configured patterns and the rest of sources use [4 or 5] patterns; evaluation results [from 1 source] show that the beam prediction accuracy degrades [about 10%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference. 

· Note: the above performance can also be treated as training with mixed patterns of Set B of beam, and testing with mixed patterns Set B of beams. 

· Note: the measurements are obtained from the best Rx beam without UE rotation

· Note that ideal measurements are assumed

· Beams could be measured regardless of their SNR.

· No measurement error.

· Measured in a single-time instance (within a channel-coherence time interval).

· No quantization for the L1-RSRP measurements.

· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

· This observation is based on Set B patterns that were chosen by each company.

 
 
Conclusion

To evaluate the performance of BMCase-2 for both DL Tx beam and pair prediction, aiming to analysis the following aspects:

· Clarify the baseline performance in terms of beam prediction accuracy and/or average L1-RSRP.

· Observations based on the metrics to be considered:

· Top-1/K [=2] beam prediction accuracy, Top-1 beam prediction accuracy with 1dB, average L1-RSRP difference

· Measurement/RS overhead reduction

· UCI overhead (reduction) potentially with different quantization

· User throughput

· Model size and complexity

· Average predicted L1-RSRP difference, if applicable

· Scenarios/assumptions/Cases for basic observations

· Set A and Set B relationship

· Set A= Set B

· Set B /Set A =1/4, [1/6], 1/8, 1/16, [1/32]

· UE speed: 30km/h

· No UE rotation

· FFS the following cases for results reporting.

· Case 1:  based on T1 and T2, where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.

· T1 = 40ms, 80ms, 160ms, [320ms], [640ms]

· T2 = 40ms, 80ms, 160ms, 320ms, [960ms]
· M= [1, 2, 3, 4, 5, 8], where M is the number of time instance(s) for measurement/report in T1 as AI/ML inputs (per model)

· P= [1, 2, 4, 5, …], where P is the number of time instance(s) P for prediction as AI/ML model output(s)/label(s) (per model)

· Case 2: based on the number of prediction instance(s) Y for every number of measurement instance(s) X, at least consider the following values:

· Minimal periodicity for time instances for measurement(s) and prediction(s) = [40ms, 80ms, 160ms]

· X = [1, 2]

· Y = [1, 2, 4, 5, 10]

· P= [1, 2, 4, 5, …], where P is the number of time instance(s) P for prediction as AI/ML model output(s)/label(s) (per model)

· The number of measurement instance(s) as AI inputs are up to implementation.

· FFS whether separated observations are needed or not for the following:

· UE trajectories

· Performance difference based on the reported results from each company

· With UE rotation

· Different UE speed: e.g., 60km/h, 90km/h, 120km/h

· Different observation/prediction windows or periodicity for time instances.

· Different Set B assumption when Set A is a subset of Set B

· Opt A/B, Opt C, Opt D

· Other settings:

· Other percentage of Set B and Set A if reported by companies

· When Set B is different from Set A (e.g., Set B is composed of wide beams and Set A is composed of narrow beams).
· Other aspects are not precluded

· Observation/analysis may consider UE-side and NW-side model when applicable

R1-2303997
Feature lead summary #3 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2303996
Feature lead summary #2 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2303995
Feature lead summary #1 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2303994
Feature lead summary #0 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2302321
Discussion and evaluation of AI/ML for beam management
FUTUREWEI

R1-2302360
Evaluation on AI/ML for beam management
Huawei, HiSilicon

R1-2302439
Evaluation on AI beam management
ZTE

R1-2302479
Evaluation on AI/ML for beam management
vivo

R1-2302542
Evaluation methodology and results on AI/ML for beam management
OPPO

R1-2302595
Evaluation on AI/ML for beam management
Spreadtrum Communications

R1-2302630
Evaluation of ML for beam management
Nokia, Nokia Shanghai Bell

R1-2302697
Evaluation on AI/ML-based beam management
CATT

R1-2302792
Evaluations for AI/ML beam management
Intel Corporation

R1-2302825
Discussion for evaluation on AI/ML for beam management
InterDigital, Inc.

R1-2302878
Evaluation of AIML for beam management
Ericsson

R1-2302906
Evaluation on AI/ML for beam management
Fujitsu

R1-2302977
Evaluation on AI/ML for beam management
xiaomi

R1-2303052
On Evaluation of AI/ML based Beam Management
Google

R1-2303078
Evaluation on AI/ML for beam management
LG Electronics

R1-2303122
Evaluation on AI ML for Beam management
Samsung

R1-2303185
Some discussions on evaluation on AI-ML for Beam management
CAICT

R1-2303226
Discussion on evaluation on AI/ML for beam management
CMCC

R1-2303301
Evaluation on AI/ML for beam management
CEWiT

R1-2303338
Evaluation on AI/ML for beam management
MediaTek Inc.

R1-2303437
Evaluation of AI and ML for beam management
NVIDIA

R1-2303477
Evaluation for AI/ML based beam management enhancements
Apple

R1-2303526
Evaluation on AI/ML for beam management
Lenovo

R1-2303584
Evaluation on AI/ML for beam management
Qualcomm Incorporated

R1-2303707
Discussion on evaluation on AI/ML for beam management
NTT DOCOMO, INC.
9.2.3.2 Other aspects on AI/ML for beam management

Including potential specification impact.
[112bis-e-R18-AI/ML-05] Email discussion on other aspects of AI/ML for beam management by April 26 – Zhihua (OPPO)

· Check points: April 21, April 26
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect

· Supported/preferred configurations of DL RS transmission 

· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 

· Option 1: data collection initiated/triggered by configuration from NW 

· Option 2: request from UE for data collection 

· FFS: details

Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options
Agreement

Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 

· Mechanism related to the reporting

· Additional information for content of the reporting

· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.

· Reporting overhead reduction

· Note1: non-3GPP based solution is a separate issue. 

· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)

· Note 3: Overhead, UE complexity and power consumption should be considered 

Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
·        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
·        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
·        FFS:
o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
·        Other alternative is not precluded. 
R1-2303969 
Summary#4 for other aspects on AI/ML for beam management
Moderator (OPPO)
R1-2303968
Summary#3 for other aspects on AI/ML for beam management
Moderator (OPPO)
R1-2303967
Summary#2 for other aspects on AI/ML for beam management
Moderator (OPPO)
R1-2303966
Summary#1 for other aspects on AI/ML for beam management
Moderator (OPPO)
R1-2302322
Discussion on other aspects of AI/ML for beam management
FUTUREWEI

R1-2302361
Discussion on AI/ML for beam management
Huawei, HiSilicon

R1-2302432
Discussion on other aspects of AI/ML beam management
New H3C Technologies Co., Ltd.

R1-2302440
Discussion on other aspects for AI beam management
ZTE

R1-2302480
Other aspects on AI/ML for beam management
vivo

R1-2302543
Other aspects of AI/ML for beam management
OPPO

R1-2302596
Other aspects on AI/ML for beam management
Spreadtrum Communications

R1-2302631
Other aspects on ML for beam management
Nokia, Nokia Shanghai Bell

R1-2302698
Discussion on AI/ML-based beam management
CATT

R1-2302793
Other aspects on AI/ML for beam management
Intel Corporation

R1-2302826
Discussion for other aspects on AI/ML for beam management
InterDigital, Inc.

R1-2302843
Consideration on AI/ML for beam management
Sony

R1-2302868
Discussion on AI/ML for beam management
Panasonic

R1-2302883
Discussion on AI/ML for beam management
Ericsson

R1-2302907
Discussion for specification impacts on AI/ML for beam management
Fujitsu

R1-2302978
Potential specification impact on AI/ML for beam management
xiaomi

R1-2303053
On Enhancement of AI/ML based Beam Management
Google

R1-2303079
Other aspects on AI/ML for beam management
LG Electronics

R1-2303123
Discussion on potential specification impact for beam management
Samsung

R1-2303186
Discussions on AI-ML for Beam management
CAICT

R1-2303196
Discussion on other aspects on AI/ML for beam management
ETRI

R1-2303227
Discussion on other aspects on AI/ML for beam management
CMCC

R1-2303339
Other aspects on AI/ML for beam management
MediaTek Inc.

R1-2303438
AI and ML for beam management
NVIDIA

R1-2303478
Discussion on other aspects of AI/ML for beam management enhancement
Apple

R1-2303527
Further aspects of AI/ML for beam management
Lenovo

R1-2303585
Other aspects on AI/ML for beam management
Qualcomm Incorporated

R1-2303669
Discussion on AI/ML for beam management
NEC

R1-2303708
Discussion on other aspects on AI/ML for beam management
NTT DOCOMO, INC.

9.2.4 AI/ML for positioning accuracy enhancement

9.2.4.1 Evaluation on AI/ML for positioning accuracy enhancement

Including evaluation methodology, KPI, and performance evaluation results. 
[112bis-e-R18-AI/ML-06] Email discussion on evaluation on AI/ML for positioning accuracy enhancement by April 26 – Yufei (Ericsson)

· Check points: April 21, April 26
Agreement
For evaluation of both the direct AI/ML positioning and AI/ML assisted positioning, company optionally adopt delay profile (DP) as a type of information for model input.

· DP is a degenerated version of PDP, where the path power is not provided.

Agreement
For the evaluation of AI/ML based positioning, the study of model input due to different number of TRPs include the following approaches. Proponent of each approach provide analysis for model performance, signaling overhead (including training data collection and model inference), model complexity and computational complexity.

· Approach 1: Model input size stays constant as NTRP=18. The number of TRPs (N’TRP) that provide measurements to model input varies. When N’TRP < NTRP, the remaining (NTRP ( N’TRP) TRPs do not provide measurements to model input, i.e., measurement value is set to 0.

· Approach 1-A. The set of TRPs (N’TRP) that provide measurements is fixed.

· Approach 1-B. The set of TRPs (N’TRP) that provide measurements can change dynamically.

· Note: for Approach 1, one model is provided to cover the entire evaluation area.

· Approach 2: The TRP dimension of model input is equal to the number of TRPs (N’TRP) that provide measurements as model input. When N’TRP < NTRP, the remaining (NTRP ( N’TRP) TRPs are ignored by the given model. For a given AI/ML model, the set of TRPs (N’TRP) that provide measurements is fixed. 

· For Approach 2: one model can be provided to cover the entire evaluation area, which is equivalent to deploying N’TRP TRPs in the evaluation area for positioning if ignoring the potential inference from the remaining (18 ( N’TRP) TRPs.

· For Approach 2, if Nmodel (Nmodel >1) models are provided to cover the entire evaluation area, the total complexity (model complexity is the summation of the Nmodel models.
Agreement
In the evaluation of AI/ML based positioning, if N’TRP<18, the set of N’TRP TRPs that provide measurements to model input of an AI/ML model are reported using the TRP indices shown below.
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Agreement
For AI/ML assisted positioning with TOA as model output, study the impact of labelling error to TOA accuracy and/or positioning accuracy.

· The ground truth label error of TOA is calculated based on location error. The location error in each dimension of x-axis and y-axis can be modelled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 

· Value L is up to sources.

· Other models of labelling error are not precluded

· Other timing information, e.g., RSTD, as model output is not precluded.

Agreement
For AI/ML assisted positioning with LOS/NLOS indicator as model output, study the impact of labelling error to LOS/NLOS indicator accuracy and/or positioning accuracy.

· The ground truth label error of LOS/NLOS indicator can be modelled as m% LOS label error and n% NLOS label error.
· Value m and n are up to sources.

· Companies consider at least hard-value LOS/NLOS indicator as model output.
Agreement
For the evaluation of AI/ML based positioning method, the measurement size and signalling overhead for the model input is reported. 

Observation
For AI/ML based positioning method, companies have submitted evaluation results to show that for their evaluated cases, for a given company’s model design, a lower complexity (model complexity and computational complexity) model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a higher complexity model. 

Note: For easy reference, sources include CMCC (R1-2303228), InterDigital (R1-2303450), Ericsson (R1-2302335), Huawei/HiSilicon (R1-2302362), CATT (R1-2302699), Nokia (R1-2302632).

Observation
For direct AI/ML positioning, for L in the range of 0.25m to 5m, the positioning error increases approximately in proportion to L, where L (in meters) is the standard deviation of truncated Gaussian Distribution of the ground truth label error.  

Observation 

For AI/ML assisted positioning, evaluation results have been provided by sources for label-based model monitoring methods. With TOA and/or LOS/NLOS indicator as model output, the estimated ground truth label (i.e., TOA and/or LOS/NLOS indicator) is provided by the location estimation from the associated conventional positioning method. The associated conventional positioning method refers to the method which utilizes the AI/ML model output to determine target UE location. 

Note: Sources include vivo (R1-2302481), MediaTek (R1-2303340), Ericsson (R1-2302335)
Observation

For both direct AI/ML and AI/ML assisted positioning, evaluation results have been provided by sources to demonstrate the feasibility of label-free model monitoring methods.

Note: Sources include vivo (R1-2302481), CATT (R1-2302699), MediaTek (R1-2303340), Ericsson (R1-2302335), Nokia (R1-2302632).
Observation

For both direct AI/ML and AI/ML assisted positioning, evaluation results submitted to RAN1#112bis show that with CIR model input for a trained model,

· For two SNR/SINR values S1 (dB) and S2 (dB), S1>=S2 + 15 dB,  positioning error of a model trained with data of S1 (dB) and tested with data of S2 (dB) is more than 5.75 times that of the model trained and tested with data of S1 (dB).

· For two SNR/SINR values S1 (dB) and S2 (dB), S1<=S2 – 10 dB, the generalization performance of a model trained with data of S1 (dB) and tested with data of S2 (dB) is better than the performance of a model trained with data of S2 (dB) and tested with data of S1 (dB). Positioning error of a model trained with data of S2 (dB) and tested with data of S1 (dB) is more than 2.97 times that of the model trained with data of S1 (dB) and tested with data of S2 (dB).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

Observation

For direct AI/ML positioning, based on evaluation results of timing error in the range of 0-50 ns, when the model is trained by a dataset with UE/gNB RX and TX timing error t1 (ns) and tested in a deployment scenario with UE/gNB RX and TX timing error t2 (ns), for a given t1,

· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,

· For the case of (t1, t2)=(50ns, 30ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 30ns) is 0.82~0.86 times that of (t1, t2)=(50ns, 50ns).

· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 0ns) is 0.80~0.82 times that of (t1, t2)=(50ns, 50ns).

· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,

· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(0ns, 10ns) is 1.25~18.7 times that of (t1, t2)=(0ns, 0ns).

· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(0ns, 50ns) is 3.5~18.3 times that of (t1, t2)=(0ns, 0ns).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.
Observation

For direct AI/ML positioning, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), for a given t1,

· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,

· For the case of (t1, t2)=(50ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 10ns) is 0.74~0.83 times that of (t1, t2)=(50ns, 50ns).

· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 0ns) is 0.73~0.82 times that of (t1, t2)=(50ns, 50ns).

· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,

· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (0ns, 10ns) is 1.17~9.5 times that of (0ns, 0ns).

· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#112bis show the positioning error of (0ns, 50ns) is 10~40 times that of (0ns, 0ns).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.
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9.2.4.2 Other aspects on AI/ML for positioning accuracy enhancement

Including potential specification impact.
[112bis-e-R18-AI/ML-07] Email discussion on other aspects of AI/ML for positioning accuracy enhancement by April 26 – Huaming (vivo)

· Check points: April 21, April 26

Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric

· UE at least for Case 1 and 2a (with UE-side model)

· gNB at least for Case 3a (with gNB-side model)

· LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.

· Ground truth label

· At least for model training

· Report from the label data generation entity

· Measurement (corresponding to model input)

· At least for model training

· Report from the measurement data generation entity

· Quality indicator

· For and/or associated with ground truth label and/or measurement at least for model training

· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity

· RS configuration(s)

· At least for deriving measurement

· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP

· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement

· Time stamp

· At least for and/or associated with training data for model training

· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities

· Report from data generation entity together with training data and/or as LMF assistance signaling

· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement

· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection

· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed

· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)

· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring

· Assistance signaling from UE/PRU for network-side model monitoring

· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label

· Provisioning of ground truth label and associated label quality

· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data

· Note1: the measurement(s) may or may not be the same as model input 

· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Agreement

Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM

· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM

· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification
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