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0 Introduction
In RAN#94-e, Rel-18 new study item on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. The following use cases were identified as the initial set: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 

The performance of AI/ML based algorithms for the use cases includes the following aspects:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

In this contribution summarized the discussions and proposal on evaluation methodology (EVM) and KPIs from contributions submitted to AI 9.2.3.1 for beam management (BM). 
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Remaining issues on evaluation Methodologies 
1.1 Quantization/Measurement error
	Company
	Proposals

	Huawei/HiSi [2]
	According to RAN4 spec 38.133, clause 10.1.20.2.2, the allowed CSI-RS based relative RSRP measurement error in FR2 is +/- 6.5dB in normal conditions and in FR1 it is only +/- 3dB (38.133 10.1.19.2.2). An error as high as 6.5dB can have a considerably negative impact on the performance as for example shown in [3]. 
The measurement error is composed of two parts: the RF impairment and the baseband measurement error. One of the main reasons for the increased error of RF impairment in FR2 is that the Tx beam can be measured with different Rx beams, over which the received signals are separately calibrated and compensated. 
For DL Tx-Rx beam pair prediction, an RSRP measurement with different Rx beams is required for one input sample as opposed to DL Tx beam prediction where the RSRPs for one input sample to the AI/ML model usually can be assumed are obtained with the same Rx beam. Thus, a significant larger RSRP measurement error can be expected for DL Tx-Rx beam pair prediction which will deteriorate the quality of the labels in dataset and the inference output. We are therefore making the following observation and proposal:

Observation 16: The expected RSRP measurement error for DL Tx-Rx beam pair prediction is significantly larger than for DL Tx beam prediction, because
•	Set B for DL Tx-Rx beam pair prediction is typically constructed of RSRPs obtained with different Rx beams, whereas Set B for DL Tx beam prediction typically is based on the RSRPs obtained by the same Rx beam.
Proposal 14: If DL Tx-Rx beam pair prediction is evaluated, its feasibility with respect to large (e.g. up to 6dB) RSRP measurement errors should be taken into account.

	Nokia [7]
	Proposal 6: RAN1 to evaluate model trained with non-ideal measurements considering values of measurement errors ranges tighter than the current L1-RSRP requirements. 

Proposal 7:	RAN1 to evaluate NW side model performance using measurements reported by the UE with 1 dB and 2 dB quantization step sizes.

	Ericsson [4]



	To exemplify the impact of measurement inaccuracy errors in RSRP reporting, in section 5.3.6, evaluations with varying level of errors have been performed. As shown in the table above the measurement inaccuracy is provided as maximum tolerable value in the spec. However, to perform the evaluations and observe the impact of the error on the performance, we need to somehow make an assumption on the measurement error distribution. According to the discussion in RAN4 for determining the L1-RSRP accuracy requirement, the contributing elements for agreed above range consist of about 4dB RF impairments, about 1dB fading condition, and other factors like additive noise at the receiver side. RF impairment model is composed of different elements, including I/Q imbalance, Quantization noise, Phase noise, Filters/Ripple noise, RF PA distortion noise. Adding fading and additive thermal noise at receiver on top of this, for the sake of simplicity and counting for many different types of noise factors, we assume Normal distribution for modelling the RF impairments in our evaluations. The variance of normal distribution is set so that the 95% of the density function lay within the specified accuracy range in the evaluations. We also provide the results with RF impairments modelled as uniformly distributed random offsets in the dB domain.
The discussion in 3gpp RAN4, which led to setting the requirements on L1-RSRP relative measurement accuracy, it was assumed that if UE uses the same Rx chain for calculating different L1-RSRP of same measurement occasion, then the RF impairment error is the same and will not be affecting the L1-RSRP relative value. During Rel-15 discussions, such an assumption was not made for L1-RSRP measurement for FR2. That is why absolute and relative L1-RSRP accuracy requirement is of the same value, that is e.g. for SSB L1-RSRP ±6.5dB under same condition, clause 10.1.20 in [8], which is not the case for FR1, ±5.0dB or ±8.5dB depending on the transmit power for absolute value and ±3.0dB for relative value, clause 10.1.19 in [8].  The current NW assumptions on the L1-RSRP accuracy should be the starting point for the evaluations, for companies to understand whether there is any new RAN4 requirements needed or other specification impact.
Observation 1	If the UE uses the same RX-chain for RSRP estimation of two beams, the RF impairment error is the same. During Rel-15 discussions, there is however no assumptions that UE uses the same RX-chain for two-beam measurements on FR2.
Proposal 4	Given the current RAN4 requirements, model the L1-RSRP measurement error due to RF-impairments as independent noise among beams as a starting point.
•	modelled as additive aussian noise with 95% of the density function within the measurement accuracy range, and/or uniformly distributed noise.
Proposal 5	Conclude that UEs can only reliably measure RSRP for beams with SNR above ¬-3 dB in the evaluations.
Proposal 6	Consider the following to mitigate the L1-RSRP measurement inaccuracy impact in ML based beam prediction
•	Send LS to RAN4 to explore the possibility to tighten requirements on L1-RSRP measurement accuracy.
•	Define different UE capability based on their capability in fulfilling a measurement accuracy requirement.

	LGE [15]
	Proposal 4. It can be up to companies which error model is used for beam measurement. 

	Samsung [16]
	[bookmark: _Ref131779327]Proposal # 7: Deprioritize the evaluation of the impact of L1-RSRP measurement error. 
[bookmark: _Ref131779332]Proposal # 9: As one of evaluation for the impact of quantization error of inputted L1-RSRP (for training and inference) for AI/ML model for beam management, study the quantization range of differential L1-RSRP.
· Existing quantization range of differential L1-RSRP (i.e., 30 dB) is the starting point for evaluation at least for network-sided model.

	MTK [20]
	Proposal 8: Study different quantizing methods, including different bits used for quantization and quantized quantity (linear or dBm), for different Set B designs.

	Apple [22]
	Proposal 4: study quantization error’s impact to inference performance.

	DoCoMo [25]
	Proposal 4: Further study the impact of measurement error and the effectiveness of finer quantization granularity to improve the performance.
Observation 5: Considering the measurement sensitivity, the performance of AI/ML model degrades obviously if there is no additional treatment on the inputs and labels on the AI/ML model.
Observation 6: If variable Set B is used as the input of AI/ML model, and the label for training is pre-processed, the degradation of performance due to measurement sensitivity could be largely alleviated.
Proposal 5:  Study the candidate methods to alleviate the performance degradation caused by measurement sensitivity.



(FL0) Proposal 1.1a
· To evaluate the performance impact of L1-RSRP measurement error for both DL Tx beam and beam pair prediction, L1-RSRP measurement error is modelled as independent noise among beams as a starting point.
·  Additive Gaussian noise with 95% of the density function within the measurement accuracy range, and/or uniformly distributed noise.
· FFS whether to separately model the baseband measurement error and the error due to RF-impairment
· FFS whether to add the same error due to RF-impairment to the measurements from the same Rx beam 
· Companies report the how to model the measurement error and the measurement accuracy range.
	Company
	Comments

	FL
	As pointed out by Huawei/HiSi and Ericsson, measurement error caused by two parts: baseband and RF-impairment. The intention of the proposal is to agree that the measurement error can be modelled by Additive Gaussian noise or uniformly distributed noise. And we can further discuss A) whether to separately model the error as two parts B) whether to add the same RF-impairment error to the measurement from the same Rx. 
Companies are encouraged to provide comments and refine the wording if needed. 

	Google
	Support. 

	vivo
	OK. But it is needed to note that this modelling is optional to companies, which can be used when evaluating non-ideal impairment like measurement error.

	OPPO
	We are fine for companies to evaluate the impact of L1-RSRP measurement error, but at late stage of this SI, we hope this feature for evaluation is also optional. If that’s the case, it would be better to make it clear in the proposal.  
One clarification question regarding the 1st bullet, can we understand the measurement accuracy range as a pre-determined value, e.g. ±1dB or “±3dB?

	HW/HiSi
	We also think that evaluation should be optional.
If evaluated, we think multiple simulations should be done with different error settings, where the maximum could be e.g. 95% within the specified accuracy range (maybe that is what Oppo also had in mind?). 

We also would like to emphasize that the RSRP measurement error is expected to be larger for beam pair prediction, since there usually different Rx beams are used for different Tx beams of Set B.

	Xiaomi
	Share same view as vivo that this should be optional to companies.

	NTT DOCOMO
	Support the proposal.

	Fujitsu
	Generally, support it. But it’s not clear for first sub-bullet about the model of measurement error.

	CATT
	Generally OK with the proposal and we suggest set one of the modeling methods (Gaussian or uniformly distributed) for baseline.

	Samsung
	We think L1-RSRP errors along with different DL Tx/Rx beams are not independent due to the interference from other cells’ beams. For example, in an interference-limited environment, the dominant error term of each DL/TX beam may share the same interference sources, so it may be hard to model measurement errors as an independent noise. Also, in our view, the L1-RSRP error may also have the same impact to non-AI scheme. Therefore, we suggest to deprioritize the evaluation of the impact of L1-RSRP measurement error.

	Ericsson
	Support. 
Note that the L1-RSRP measurement error can be evaluated for the non-AI/ML scheme as well, inline with the other evaluation scenarios in the agenda item. Regarding interference, this would be another error source on top of the measurement error in our view, the measurement error defined and evaluated in RAN4 is due to RF-impairments. The impact of interference can be evaluated when performing system-level simulations however. 

	CMCC
	Fine to regard this modeling as optional to companies,

	ZTE
	Fine to discuss. We support to take the evaluation of measurement error as optional since it may be hard to converge on how to model the measurement error in a short time.

	InterDigital
	We are fine with the proposal if it is optional. 

	Futurewei
	Same view as other companies that this proposal can be optional.

	Intel
	It should be clarified in the proposal that this is optional. At this late stage of the SI, this modeling and related observations may need quite a bit of discussion. It is not clear to us that we should spend time on this aspect since the impact may not be as simple as independent Gaussian noise and the impact will be on both the baseline and AI/ML schemes.

	Nokia/NSB
	Support. 


	Apple
	On this proposal, we are being asked to take a position on issues outside RAN1’s expertise. Our view is the study on measurement error is deprioritized in RAN1. If companies are going to study it anyway, then the measurement error model is up to each company. As such, we don’t support this proposal.

	LG Electronics
	Support. It can be optionally considered by company.


	Qualcomm
	OK with proposal in principle. We do not see the need for splitting the error into baseband and RF - one total error should be sufficient because the requirements are set on the cumulative error. Additionally, Gaussian is preferred for modeling the error.

	MediaTek
	We are fine with this proposal to be optional. Another question that we have is how to define which beam is the best Tx beam for label for DL Tx beam prediction. Is it the best Tx beam obtained by exhaustively search for all Tx with measurement error or without measurement error?   

	Lenovo
	Support.



(FL2) Proposal 1.1b
· The performance impact of L1-RSRP measurement error is optionally evaluated for both DL Tx beam and beam pair prediction, where L1-RSRP measurement error is modelled as independent noise among beams as a starting point.
·  Additive Gaussian noise with 95% of the density function within the measurement accuracy range, and/or uniformly distributed noise.
· measurement accuracy range for evaluation: 
· [±3dB, ±6.5dB] 
· Note: the measurement accuracy range may be different for DL Tx beam prediction and beam pair prediction. 
· FFS whether to separately model the baseband measurement error and the error due to RF-impairment
· FFS whether to add the same error due to RF-impairment to the measurements from the same Rx beam 
· Companies report the how to model the measurement error and the measurement accuracy range.
	Supported by
	Ericsson, HW/HiSi, Lenovo, CAICT

	Objected by
	



	Company
	Comments

	FL
	· Modify the first bullet to reflect this evaluation is optional. And make it clear that this is for evaluation of measurement effort impact
· Add example as OPPO mentioned, I only keep ±3dB and ±6.5dB here, one is the error for FR1 the other is the error for FR2 in RAN 4. I think ±1dB won’t provide much performance difference. pls comment if you have strong concern on the values. 
To reduce the evaluation effort, I didn’t leave much space for companies to report other values. You still can report the result in excel, I don’t intend to draw observations from other value. 
· Note is added based on HW/HiSi’s comment 

	HW/HiSi
	Ok

	Samsung
	Fine with optional evaluation. For the clarification, we think companies should report how to model the measurement error and the measurement accuracy range in training and test data/labels as below.
Proposal 1.1b
· The performance impact of L1-RSRP measurement error is optionally evaluated for both DL Tx beam and beam pair prediction, where L1-RSRP measurement error is modelled as independent noise among beams as a starting point.
·  Additive Gaussian noise with 95% of the density function within the measurement accuracy range, and/or uniformly distributed noise.
· measurement accuracy range for evaluation: 
· [±3dB, ±6.5dB] 
· Note: the measurement accuracy range may be different for DL Tx beam prediction and beam pair prediction. 
· FFS whether to separately model the baseband measurement error and the error due to RF-impairment.
· FFS whether to add the same error due to RF-impairment to the measurements from the same Rx beam.
· Companies report the how to model the measurement error and the measurement accuracy range in training and test data/labels.





1.2 Evaluation for LCM/Model monitoring
	Company
	Proposals/observations

	Ericsson [11]
	· Alt1 and Alt4: The metric alternative is already studied in the generalization evaluations, where the evaluations indicate how the performance can differ from a scenario where it is trained, to where it is tested and monitored. The performance metric is feasible given that we have a standardized data collection in place, so the NW/UE can get a ground truth. 
· Alt 2: The alternative should be feasible, the NW/UE can gather statistics and at least compare to a non-AI/ML procedure. 
· Alt 3: It is unclear what the “performance metric” comprises, and if it is possible to define such metric based on the input/output data. Feasibility needs to be evaluated. The performance metric should capture a possible performance degradation for a model trained on scenario A/config A, when tested on scenario B/config B. Based on our evaluations in 5.3.8, one method is to define a performance metric comprising of detection of an non-anomalous or anomalous input, where the latter category has much worse prediction accuracy.

Proposal 1	Evaluations should study the feasibility to define a performance metric for monitoring models based on the input/output data distribution of AI/ML (alternative 3). For example, detection of a non-anomalous or anomalous input/output sample. FFS on the definition on anomalous sample.
Proposal 2	Evaluations should study the feasibility to estimate a confidence/probability information related to the output of AI/ML model inference and whether/how it can improve the beam management use case KPIs.

Observation 16	 Based on model input/output distribution, it is feasible to classify each sample (UE) as either non-anomalous or anomalous, where the latter category has much worse prediction accuracy (e.g. an order of magnitude larger). Such a classifier can be the basis for a model monitoring algorithm that sounds an alarm if too many anomalous samples appear.
Observation 17	 To achieve reasonable missed-detection and false-alarm rates (MDR and FAR), the alarm would have to be sounded based on statistics from multiple samples, not a single sample.

Observation 18	Adaptive Top-K based on prediction uncertainty/confidence information can reduce reporting and measurement overhead. An example of 35% overhead reduction with maintained accuracy is shown.
Proposal 7	Conclude that estimating prediction uncertainty/confidence information can reduce reporting and measurement overhead.

	LGE [15]
	Proposal 5. To evaluate the model monitoring performance, it is necessary to align the sub-sequential procedure after model monitoring.

	DoCoMo [25]
	[bookmark: _Hlk131526460][bookmark: _Hlk131526433]Observation 1: The large correlation between predicted L1-RSRP difference and other intermediate KPI (e.g., L1-RSRP difference and beam accuracy) is not observed.
Observation 2: The predicted L1-RSRP difference cannot be used solely for performance monitoring.
Proposal 3: Further study the usage of predicted L1-RSRP difference as the KPI for performance monitoring.



The following agreements were made in 9.2.3.2. 

	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered




In 9.2.3.2, there are some discussions on model monitoring procedure and metric(s). I’d like to check whether we can have some study whether/how some proposed metrics can be used to monitor the performance of the model. 

(FL2) Discussion 1.2a
· Whether to draw some observations/analysis (e.g., whether some metrics are feasible or not, how to monitor the performance with those metric(s)) on the metric(s) for model monitoring in 9.2.3.1? 

	Company
	Comments

	FL
	I think it will be good to capture some observation/analysis in the TR on those metrics for model monitoring, not only agree on “study the feasibility”. If some observations are needed, where to discus it, in 9.2.3.1 or 9.2.3.2? please provide your comment. 

	Google
	At current stage, we failed to see the need.

	Vivo
	OK to discuss

	OPPO
	It seems pre-mature to draw some common observations on LCM. 
In our view, most evaluation from companies are targeted on inference performance (e.g. beam predicted accuracy and predicted L1-RSRP), rather than LCM. Link quality related KPIs, e.g. Tput and BLER and data distribution are rarely seen. 

	HW/HiSi
	Possibly Alt3 and Alt4 could be given lower priority.

	Xiaomi
	Open to discuss

	NTT DOCOMO
	It is good to discuss the metrics for model monitoring and make some observation on the performance monitoring based on the metrics. We think the performance of monitoring metric (e.g., the relevance of performance metric to model performance) should be discussed in 9.2.3.1, while the signaling aspects should be discussed in 9.2.3.2

	Fujitsu
	Open to this discussion.

	CATT
	Ok. Alt.1 is feasible naturally, the evaluation results of other alternatives can be provided by the proponents.

	Ericsson
	Open to discuss

	CMCC
	Fine to capture some observation/analysis in the TR to verify the feasibility of some metric(s) for model monitoring.

	ZTE
	Fine to discuss. We prefer to prioritize the beam prediction accuracy related KPIs (i.e., Alt.1 and Alt.4) as the performance metric for AI/ML model monitoring since it has been well evaluated and could directly reflect the performance of the AI/ML model. The feasibility of Alt.2 and Alt.3 needs to be further checked.

	InterDigital
	We prefer to start the discussion on performance metrics for model monitoring. 

	Intel
	We are open to further discuss this aspect. However, we should also carefully consider simulation load if additional evaluations are expected to make observations. In our view, Alt-1 and 2 can be given more priority at this stage.

	Nokia/NSB
	Support listing the observations. 
This can also reduce the scope of this study. Alt. 3 details are not clear as well. If that is feasible, need more details on that to further evaluate.  

	Apple
	Drawing conclusion on BM use cases (spatial domain prediction vs time domain prediction) may be difficult without considering what generalization performance case we are talking about (case 1 with matched training/test datasets, case 2 with mismatched training/test datasets). 

	LG Electronics
	Open to discuss.

	Qualcomm
	Expect assessing the performance of different alternatives for performance monitoring to be very challenging, but OK to discuss.

	Lenovo
	We think it would be good to have further discussion on performance metrics for model monitoring and we are open to this discussion. 

	FL
	Wait until the discussion finished in 9.2.3.2 



1.3 Others
The following proposals were proposed by companies:
	Company
	Proposals/observations

	Huawei/HiSi[2]
	[bookmark: _Ref111192924]Proposal 9: For the evaluation of temporal domain beam prediction, Option 4, i.e., random direction straight-line trajectories for randomly dropped UEs, should be considered as the starting point. 

	OPPO[5]
	Observation 1: The UE random orientation cannot heavily impact the beam prediction accuracy of the Tx-Rx beam pair prediction. 

	Intel [9]
	Proposal 6:	UE trajectories with straight line movement without sharp turns should be considered as a first step for evaluation.
Proposal 7:	For initial evaluations fix UE orientation towards the direction of motion.
Proposal 8:	Spatially consistent large-scale parameter generation should be used for mobility evaluations. Additionally, only spatial consistency model B in [4] can be used for mobility evaluation.
Proposal 9:	The UE trajectory should be sampled at least at the minimum decorrelation distance of the large-scale parameters corresponding to the scenario of evaluation.

Data generalization 
Observation 1:	For a large portion of the trajectory samples, the number of unique best BS/UE beam is very limited.
Observation 2: Ping-pong effect is observed with the best beam index selection among close time-domain samples, but the measured RSRP of best beam pairs during ping-pong effect can be very small.
Observation 3: Ping-pong effect for best beam indices can be reduced by thresholding (hysteresis implementation) and/or smoothening the RSRP for best beam selection.
Observation 4: The effect of UE speed and measurement interval to the number of unique beams is not significant.
Observation 5: The UE rotation mainly affects the distribution of the number of unique best UE beams. Higher UE rotation speed leads to more frequent change of the best beam pair index.

Proposal 11:	 RAN1 should further discuss input sample length and the number of beam changes or beam dwelling time for BM-Case 2 to ensure model performance is not misleading.

	InterDigital [10]
	Proposal 16: For traffic model, support the following evaluation assumptions:
· For beam information related KPIs, no traffic model is needed to be defined as UE is only measuring reference signals not decoding actual PDSCHs.
· For system performance related KPIs, FTP traffic should be used to reflect practical traffics for the evaluation. 
· For FTP traffic model, FTP model 3 is preferred as generating a new UE for each packet (FTP model 1) is not appropriate for evaluating benefits from AI/ML based beam prediction. 
Proposal 17: For UE distribution, support the following evaluation assumptions:
· For FTP traffic model, 10 UEs per cell/sector with 50% and 70% RUs is preferred. 
80% outdoor UEs and 20% indoor UEs for spatial domain beam prediction as defined in TR 38.901 (Option 1).

	Qualcomm [24]
	[bookmark: _Hlk127485887]Proposal 3: For BM-Case2, consider the scenario in which the UE orientation changes as a function of UE trajectory.
FFS: details of this function
[bookmark: _Hlk118474958]Observation 1 At least for BM-Case2, AI/ML-based methods will provide an advantage in high-stress scenarios where frequent UE orientation changes lead to rapid changes in the best beams.
[bookmark: _Hlk127486068]Observation 2 For BM-Case2 with high UE rotation speeds, the AI/ML-based method (LSTM) strongly outperforms the sample-and-hold baseline, especially in the UE Rx beam prediction and Tx-Rx beam pair prediction use cases.
· The rapid rotation leads to significant changes in best-beam RSRPs between measured cycles; the LSTM can predict for these changes, while the sample-and-hold scheme breaks down.



KPIs on AI/ML in beam management
1.4 Beam prediction accuracy related KPIs 
1.4.1 Predicted L1-RSRP difference
Some observations/proposals were made in the contributions on beam prediction accuracy related KPIs:

	Company
	Proposals/observations

	OPPO [5]
	Observation 4: By evaluating the metrics of L1-RSRP difference, it can be helpful to decide whether predicted L1-RSRP of Top-K predicted beam(s) should be reported by UE.
Observation 5: The agreed L1-RSRP difference and predicted L1-RSRP difference can somehow reflect the 3rd type of L1-RSRP difference between predicted L1-RSRP of predicted beam and ideal L1-RSRP of genie-aided beam.

	MTK [20]
	Observation 25: The AI/ML model of spatial beam prediction can estimate L1-RSRP of beams in Set A while maintaining similar system level performance in selecting optimal beams.
Observation 26: The predicted L1-RSRP difference varies consistently with L1-RSRP difference. It can not only measure the accuracy of RSRP estimation, but also serve as a system performance indicator.

	DoCoMo [25]
	Observation 1: The large correlation between predicted L1-RSRP difference and other intermediate KPI (e.g., L1-RSRP difference and beam accuracy) is not observed.
Observation 2: The predicted L1-RSRP difference cannot be used solely for performance monitoring.
Proposal 3: Further study the usage of predicted L1-RSRP difference as the KPI for performance monitoring.



1.4.2 Others
Some observations/proposals were made in the contributions on beam prediction accuracy related KPIs:

	Company
	Proposals

	CMCC [18]
	Proposal 2: The definition of beam prediction accuracy (%) with 1 dB margin for Top-K beams is:
·  The percentage of “the ideal highest L1-RSRP of the predicted Top-K beams is within 1 dB of the L1-RSRP of the Top-1 genie-aided beam” 

	Apple [22]
	Proposal 1: The KPI for AI based beam prediction could be the beam prediction accuracy and the L1-RSRP distribution for the AI predicted beam. The KPI with RSRP can be used for making decision/drawing conclusion in the whole Rel-18 study item.



1.5 System performance related KPIs
1.5.1 RS overhead reduction 
	Agreement
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.



There were several proposals/discussions related to RS overhead reduction for BM-Case1 and BM-Case2: 
	Company
	Proposals/observations

	Huawei/HiSI [2]
	Proposal 8: For the evaluation of the overhead reduction for BM-Case1, Option 2 is preferred because it takes all related processing for the beam management procedure into account.
· If Option 1 is used, Option 2 should be reported as a complement.
Observation 4: For BM-Case 2 RS OH reduction, Option 3 is only feasible if the AI/ML-model is inferring the Top-1 beam. Option 2, on the other hand, is generically applicable.
Proposal 10: For the evaluation of the overhead for BM-Case2, adopt only Option 2.

	vivo[4]
	At least deprioritize option 3b in overhead definition for BM-Case2.

	OPPO[5]
	Proposal 3: For RS overhead reduction [%] of BM-Case1, adopt 1-N/M (Option 1) to briefly reflect the overhead reduction.
Proposal 4: For BM-Case2, clarify Option 3 on the definition of L to correctly calculate the overhead reduction [%], if needed.
Proposal 5: For BM-Case2, support the formula 1 - (T1*N)/((T1+T2)*M) to reflect the overhead reduction [%].
FL: I think this can be covered by current Option 2.

	Spreadtrum[6]
	[bookmark: _Hlk126934282]Proposal 1: For RS overhead or RS overhead reduction, 
· Option 2 should be considered as KPI for the whole beam prediction process evaluation for BM-Case1.
· Option 2 is sufficient as KPI for BM-Case2, option 3 should be excluded.

	Ericsson [11]
	[bookmark: _Toc127532323]Proposal 3: Update Option 3 with the text below
	· Option 3a:   
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each repeated time window
· where M is the total number of beams (pairs) to be predicted for each repeated time window
· Companies to report the assumption on the repeated time-window (e.g. periodicity)
· Note: N includes all measurements (including Top-K if applicable) prior to data transmission with the selected beam from the AI/ML procedure.




	Xiaomi [13]
	Proposal 8: Study the following options on RS overhead reduction for temporal beam prediction:
· Option 3-1:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each history time instance, and the beams (pairs) required for additional measurements after the prediction if applicable
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Option 3-2:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each history time instance
· where  the beams (pairs) required for additional measurements after the prediction for each future time instance if applicable.
· where M is the total number of beams (pairs) to be predicted for each time instance
where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction

	LGE [15]
	Proposal 4. For RS overhead reduction of BM-Case 2, option 2 can be a baseline. 

	Samsung [16]
	[bookmark: _Ref127535587]Proposal # 2: For BM-Case2, consider both option 2 and option 3 for the evaluation of RS overhead reduction. 

	Lenovo[23]
	For RS overhead reduction in BM case 2, with exhaustive search as the baseline, consider the following definition as Option 3 for the RS overhead reduction KPI: 
, 
where  is the number of beam measurements in  time window,   is the total number of time windows over which the performance is evaluated, and M is the total number of beams (beam-pairs) from which we need to predict the Top-1/K beams (beam-pairs).

	DoCoMo[25]
	Proposal 2: Consider both Pattern A and Pattern B for temporal beam prediction.




(FL0) Proposal 2.2.1a
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3 (Optional):  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance repeated time window
· where M is the total number of beams (pairs) to be predicted for each time instance repeated time window
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies to report the assumption on the repeated time-window (e.g. periodicity)
· Note: N includes all measurements (including Top-K if applicable) prior to data transmission with the selected beam from the AI/ML procedure.
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.

	Company
	Comments

	FL
	I think the above proposal contains the intention of L, as explained by Ericsson. Please check further.
  Predicted beams
Measured beams
Time window 1
Time window 2


	Google
	Support

	vivo
	OK

	OPPO
	Support the proposal.
Hopefully the modification on Option 3 can be application for any kind of repeated time windows for BM-Case2. 

	HW/HiSi
	Ok

	Xiaomi
	The meaning of M in Option 3 should be updated to “where M is the total number of beams (pairs) required for measurement for baseline scheme to be predicted for each time instance repeated time window”


	NTT DOCOMO
	We are fine with the current description of Option 3.

	CATT
	 We think option 3 is not needed, since it is already covered by option 2. 

	Samsung
	We prefer to keep “Companies report the assumption on T1 and T2 patterns,” since companies may have different assumptions on the patterns and corresponding overhead reduction at least in Option 2.

	Ericsson
	Support

	CMCC
	Option 2 is enough. Option 2 already covers the situation of option 3, and also includes the additional beam measurement overhead before/after the prediction.

	ZTE
	Fine

	InterDigital
	We are fine with the proposal. 

	Futurewei
	We are ok with the proposal.

	NVIDIA
	We are fine with the proposal.

	Intel
	For option 3, it may be better to define it in terms of T1 and T2 windows. If the T1 and T2 patterns are repeated, then it may not impact the ratio of N and M. So, it is not clear to us why we need to mention “repeated time window” or why there is the need to introduce new terminology.

	Nokia/NSB
	OK

	LG Electronics
	Ok with optional on option 3. 

	Qualcomm
	Agree with Samsung to keep the bullet regarding T1 and T2. Also, in our Tdoc we have suggested a nomenclature for the depicted figure (MxPy). We believe agreeing on such a nomenclature would ease the discussions rather than mentioning “repeated time window”. We are generally fine with the proposal.

	MediaTek
	We are OK with this proposal

	Lenovo
	Support. We prefer Option 2. 



(FL1) Proposal 2.2.1b
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· Option 3 (Optional):  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time window
· where M is the total number of beams (pairs) to be predicted in each time window
· Note: N includes all measurements (including Top-K if applicable) prior to data transmission with the selected beam from the AI/ML procedure.
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.

	Support to keep opt 3
	

	Support to remove opt 3
	QC,Ericsson, CATT, HwHiSi, Samsung, ZTE, CAICT



	Company
	Comments

	FL
	I think option 3 shall also include the actually measured RS in the equation. Please correct me if I am wrong. 
Now option 3 is vey similar as opt 2. May be we can remove it.  

	Ericsson
	We tend to agree with FL that option 3 could be removed. The denominator for option 3 should aligned with option 2 also only include M, and not M+N. Option 2 would be sufficient in case companies properly describe the baseline scheme. Propose the following amendment:
- Companies report the assumption on baseline scheme T1 and T2 patterns


	Spreadtrum
	We think option 2 is enough for the evaluation of RS overhead.

	CATT
	Agree to remove Option 3.  
We share similar view with Ericsson why including N in the denominator.

	Samsung
	We are fine to remove Option 3.

	Lenovo
	We support Option 2 and fine to remove Option 3. At the same time, we should take into account that some AI/ML models measure variable number of beams for each instance of beam prediction. Thus, N could be different for different beam prediction instances. The following simple modification of Option 2 helps capture such a case. 
, 
Where  is the number of beam measurements in  time window (or  instance of beam prediction) and  (an integer) is the total number of time windows across we observe the results (or evaluate the beam prediction performance) and M is the total number of beams (beam-pairs) from which we predict the beams (beam-pairs). Further, please note that the above expression is general enough to accommodate both the cases of fixed set B and variable set B. In the case of fixed set B,  remains the same for all values of , which means that, in each time window, the number beam measurements in each time window remains the same.

	Nokia/NSB
	Ok with removing Option 3. 

	NTT DOCOMO
	To make the metric cleaner, we are fine to remove opt 3.



[bookmark: _Hlk132752450](FL2) Proposal 2.2.1c (for GTW)
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· Companies report the assumption on baseline scheme
· Other options are not precluded and can be reported by companies.

	Support
	

	Strong concern
	



	Company
	Comments

	FL
	Hope this can be accepted.
I remove T1 and T2 since anyway, it will be reported to draw observations

	
	



1.5.2 Others 

UCI report overhead and RRC signaling overhead

	Agreements: 
……
· Other KPIs are not precluded and can be reported by companies, for example:
· Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
· Latency reduction:
· (FFS) (1 – [Total transmission time of N beams] / [Total transmission time of M beams])
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement
· where M is the total number of beams
· Power consumption reduction: FFS on details
Agreement
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size




The following was discussed in contributions: 
	Company
	Proposals/observations

	Vivo [8]
	Proposal 3:	UCI reporting overhead reduction, including the number of UCI report and UCI payload size, should be considered as basic KPI.
Proposal 4:	RRC singling overhead can be considered as optional KPI if huge amount of data, such as training data, assistance information, and AI model data, is exchanged via RAN air interference.

	LGE[9]
	Proposal 2. UCI report overhead can be considered as one of KPI for NW sided beam prediction.

	Interdigital[11]
	Observation 4: UCI report overhead is not a metric for evaluation, but assumption for evaluation.
Proposal 4: UCI report is reported as assumptions not as KPI.

	Samsung [16]
	[bookmark: _Ref131779318]Proposal # 2: Consider the following KPI for reporting overhead reduction.
· UCI overhead reduction = 1- [Total UCI payload size of new report for AI/ML]/[Total UCI payload size of baseline] .
· Total UCI payload size = [UCI payload size per UCI report]  [Number of UCI reports].
· UCI contents of new report for AI/M: include L indices of measurement RSs (e.g., CRI, SSBRI, bitmap) and K RSRPs with legacy and/or new bitwidth of each content.
· Companies report their proposed UCI contents.
· For inference, baseline UCI contents include M CRI/SSBRI and M RSRPs with legacy bitwidth of each content where M  {1, 2, 3, 4} and the number of UCI reports is .

	Lenovo[20]
	Proposal 3	Consider the number of UCI reports and the size of each UCI report (in bits) as a measure of the reporting overhead. The reporting overhead need to be included into the KPIs.  

	MediaTek [20]
	Proposal 2: To define the UCI report overhead, first discuss the number of UCI reports and how the report is quantized.



(FL0) Proposal 2.2.1a2a
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) can be optionally reported by company further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size
	Company
	Proposal/observation

	FL
	The intention is to deal with the leftover FFS, since there are some reported UCI report overhead. Hope the updated proposal are fine. 

	Google
	Support

	vivo
	OK

	OPPO
	Fine to optionally report UCI.

	HW/HiSi
	Support

	NTT DOCOMO
	Support

	Fujitsu
	support

	CATT
	OK

	Samsung
	We are fine with the proposal (optional KPI) in general. However, for the comparison purpose across different new reports of AI/ML from companies, “number of UCI reports and UCI payload size” may be insufficient without a baseline scheme. In our Tdoc, we evaluate the UCI overhead reduction over a baseline scheme as a new KPI, and we think the new KPI is helpful to compare different report schemes. Thus, we suggest to revise the proposal as follows:
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction can be optionally reported by company further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size
· FFS: UCI overhead reduction = 1- [Total UCI payload size of new report for AI/ML]/[Total UCI payload size of baseline] .
· Total UCI payload size = [UCI payload size per UCI report] × [Number of UCI reports].
· UCI contents of new report for AI/M: include L indices of measurement RSs (e.g., CRI, SSBRI, bitmap) and K RSRPs with legacy and/or new bitwidth of each content.
· Companies report their proposed UCI contents.
For inference, baseline UCI contents include M CRI/SSBRI and M RSRPs with legacy bitwidth of each content where M ∈ {1, 2, 3, 4} and the number of UCI reports is ⌈|Set B|/M⌉.

	Ericsson
	Support

	CMCC
	Support.

	ZTE
	Support

	InterDigital
	We prefer to agree details on how to report UCI overhead together not as FFS. We propose the following update based on Samsung’s proposal. 

· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction can be optionally reported by each company. 
· FFS: UCI overhead reduction = 1- [Total UCI payload size of new report for AI/ML]/[Total UCI payload size of baseline] .
· Total UCI payload size = [UCI payload size per UCI report] × [Number of UCI reports].
· UCI contents of new report for AI/M: include L indices of measurement RSs (e.g., CRI, SSBRI, bitmap) and K RSRPs with legacy and/or new bitwidth of each content.
· Companies to report detailed assumption of UCI for AI/ML and baseline their proposed UCI contents.


	Futurewei
	We are ok with the proposal.

	NVIDIA
	Support

	Intel
	We are ok with the intention of the proposal but we want to clarify the assumptions for baseline. For baseline non AI/ML case, does the UCI payload calculation assume that the reporting format is based on current specification i.e., only up to 4 beams can be reported in each L1 reporting instance? In this case, does the AI/ML also work with same limitation? It would be good to clarify if reporting mechanism for AI/ML and baseline are aligned in terms or reporting content. 

	Nokia/NSB
	OK

	Apple
	We are fine with FL’s proposal

	LG Electronics
	Support.

	Qualcomm
	Support. Essentially, the analysis of benefits of NW-side beam prediction would be much more insightful if we consider the corresponding UCI report overhead. Would the benefits be justified in scenarios when the beam prediction accuracy improves 5% at the cost of doubling UCI payload overhead? This tradeoff should be studied and evaluated.

	MediaTek
	We support this proposal.

	Lenovo
	Support.



(FL1) Proposal 2.2.1b2b
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction can be optionally reported by company. 
· UCI overhead reduction = 1- [Total UCI payload size for AI/ML]/[Total UCI payload size of baseline] .
· Companies to report detailed assumption of UCI for AI/ML and baseline
	Supported by
	Ericsson, HwHiSi, Samsung, Lenovo, CAICT, NTT DOCOMO

	Objected by
	




	Company
	Proposal/observation

	FL
	I tried to simply the wording based on Interdigital.  
I also don’t want to define more KPIs, but this seems quite important, as commented by Nokia. And the reason to add “UCI overhead reduction” is because this is easier to draw observation than “UCI report” because different number of beams in Set A and Set B are used, it is hard to combine them together and draw meaningful observations. Hope this can be accepted to majority companies.
If possible, please indicate whether you are fine to only keep “UCI overhead reduction”. 

	CATT
	Generally OK with the proposal. From our view, at least the following aspects will impact the UCI for AI/ML, and should be reported.
· Quantization mechanism , e.g., legacy quantization or enhanced quantization
Whether the beam indicator associated with the L1-RSRP should be reported

	Fujitsu
	Generally, we support this proposal. But for NW-side beam prediction, both data collection and inference for AI/ML model need reporting from UE. This proposal seems only consider the inference of AI/ML model. Could FL make it clear that this proposal is for inference of AI/ML model?

	Samsung
	Support the FL’s proposal. For further clarification on our assumption on a baseline for inference is reporting M ({1,2,3,4}) beams with N report configurations which is supported by the current specification. For example, if the number of beams in Set B is 8 with Tx beam ID = {0, 1, 2, …, 7}, UE can be configured with 2 reports (N = 2, M = 4). One report is configured for 4 beams reporting from the first subset of Set B whose Tx beam ID = {0, 1, 2, 3} as well as the other report is configured for 4 beams reporting from the second subset of Set B whose Tx beam ID = {4, 5,6 ,7}. We believe this example make to other companies understanding to be easier. Regarding the Fujitsu’s concern, we think companies can report whether new UCI is proposed for training/inference/monitoring.

	Lenovo
	We consider it is important to consider these metrics. 



[bookmark: _Hlk132752467](FL2) Proposal 2.2.1c2c (for GTW)
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction for inference of AI/ML model can be reported by company. 
· UCI overhead reduction = 1- [Total UCI payload size for AI/ML]/[Total UCI payload size of baseline] .
· Companies to report detailed assumption of UCI for AI/ML and baseline, e.g., including quantization mechanism
	Supported by
	

	Objected by
	



	Company
	Proposal/observation

	FL
	I tried to simply the wording based on Interdigital.  
I also don’t want to define more KPIs, but this seems quite important, as commented by Nokia. And the reason to add “UCI overhead reduction” is because this is easier to draw observation than “UCI report” because different number of beams in Set A and Set B are used, it is hard to combine them together and draw meaningful observations. Hope this can be accepted to majority companies.
If possible, please indicate whether you are fine to only keep “UCI overhead reduction”. 




Latency reduction

· Lenovo [23]
· 
· Proposal 4	Consider Beam Prediction Accuracy, Overhead Reduction and Latency Reduction as the key KPIs in evaluating an AI/ML model for beam management and consider adopting the definitions proposed above.

User throughput

Several companies mentioned that the system performance shall be also evaluated:
	Company
	Proposals/observations

	Interdigital [11]
	Proposal 3: Support system performance related KPIs as mandatory KPIs.
· Support Avg. and 5% UE tput for system performance KPIs.

	MediaTek [20]
	Proposal 3: To evaluate the system level throughput performance of AI/ML beam management, both average user throughput and cell edge user throughput need to be reported.



QCL related
	Company
	Proposals/observations

	MediaTek [20]
	Proposal 1: For QCL relation overhead, first study and list the scenarios when such QCL relation overhead exists, then discuss how to define the KPI.



1.6 Baseline Scheme 
Some companies provided some analysis on baseline performance for benchmark. 

	Company
	Proposal/observation

	OPPO[5]
	Proposal 6: For spatial domain beam prediction, select the best beam within Set A via exhaustive beam sweeping (Option 1) as baseline.
Proposal 7: For temporal domain beam prediction, select the best beam for T2 within Set A via exhaustive beam sweeping (Option 1a) as baseline.

	Intel [9]
	Proposal 4:	For baseline performance evaluation, Option 2 should correspond to hierarchical beam search where, based on sub-use case being evaluated, set B may be a subset of set A or set B can contain both wide and correlated narrow beams.

	InterDigital [10]
	Observation 1: Legacy beam management with Rel-17 without AI/ML algorithms is not an appropriate baseline as implementation-based AI/ML operation is available for UE and gNB implementations.
Proposal 1: ‘No collaboration framework: AI/ML algorithms purely implementation based and not requiring air-interface changes’ could be an appropriate baseline to accurately evaluate the benefits of AI/ML with specification enhancements.


AI/ML related assumptions  
1.7 Set B of beams(pairs) and model inputs
RAN 1 #110bis and RAN 1 #112 agreed three options of the selection of Set B of beams(pairs). 
	Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded.
Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)

Agreement
· For the evaluation of Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), further study the following options as AI/ML model inputs 
· Alt 2: Implicit information of Tx beam ID and/or Rx beam ID
· E.g., measurements of Set B of beams together with default values (e.g. 0) for the beams not in Set B are used as AI inputs in a certain order/ matrix/ vector. 
· Detailed assumption can be reported by companies.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly 
· Note: Specification impact can be discussed separately.  



The following observations/proposals were about the section of Set B:

	Company
	Proposal/observation

	OPPO[5]
	Proposal 1: For fixed Set B, the L1-RSRP measurement of Set B in a certain order/matrix/vector can be inputted to AI/ML model.

	Spreadtrum[6]
	Proposal 2: For the selection of Set B of beams (pairs).
· If AI/ML inference is at NW side, both option1 and option2 can be considered.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.
Proposal 3: For the evaluation of Option 2: Set B is variable.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly should be supported.
Proposal 4: For the evaluation of Option 1: Set B is fixed across training and inference.
· the L1-RSRP of beam(pair)s for input is sorted in ascending order should be supported.
Proposal 5: For sub use cases BM-Case1, focus on Alt1, i.e., Set B is a subset of Set A.

	Nokia[7]
	Proposal 2:	For evaluating various Set B, companies report the number and the generation of pre-configured/pre-known patterns of Set B(s) as well as the number of SetB patterns generated for Opt2C.
Proposal 3:	For BM-Case1, RAN1 may further investigate to enhance the reporting from 4-best beams to 8-best beams.
Proposal 4:	For BM-Case1, RAN1 may prioritize the measurements of Fixed/Pre-configured SetBs (Opt1 and Opt2B) to be used on the NW side for input to model training/inference.
Proposal 5:	For BM-Case1, RAN1 may prioritize the measurements of Random SetB (Opt2C) to be used at UE side for input to model training and the measurements of Fixed/Pre-configured SetBs (Opt1 and Opt2B) to be used at UE side for model inference.

Beam pair
Proposal 11:	RAN1 prioritizes fixed or pre-configured SetB patterns for further investigations of DL Tx-Rx beam pair prediction.

	Intel [9]
	Proposal 2:	The variability of Set B can only be due to updating the L1 measurements corresponding to beams or beam-pairs in Set B at different intervals. The cardinality of the set should not change across training and inference.
Proposal 3:	Construction of set B patterns should be defined only for model inference and not for training data collection.

	InterDigital [10]
	Observation 6: For different beam pattern type, each beam pattern type has its own pros and cons for performance, flexibility of inference input and range of inputs required for training. 
Proposal 7: Further study benefits of various beam pattern types.
[bookmark: _Hlk131777825]Observation 8: Alt 2 (implicit information of Tx beam ID and/or Rx beam ID) can be applied for evaluation of Option 2: Set B is variable. 
Observation 9: For specification impact, an efficient procedure for supporting Option 2: Set B is variable can be different considering number of beams to be reported and required overheads for reporting corresponding RSRP values. 
Proposal 8: For evaluation, Alt 2 (implicit information) can be used. However, specification impact to support Option 2 should be further discussed considering reporting information overheads. 
[bookmark: _Hlk131777856]Observation 10: Option D, i.e., selecting Set B out of measured beams (Set C), can be beneficial as Set B can be selected in a way for minimizing performance loss with reduced reporting overhead.
Observation 11: Performance of Option D, i.e., Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), can vary depending on beam subset selection methods. 
[bookmark: _Hlk131777868]Proposal 9: Consider Option D, i.e., selecting Set B out of measured beams (Set C), to identify performance benefits and corresponding potential specification enhancements. 
Proposal 10: Identify potential methods for selecting Set B out of measured beams (Set C) and evaluate benefits of the identified Set B selection methods to decide an optimized Set B selection method. 

	Fujitsu [12]
	Proposal 1: For DL Tx beam prediction, when Set B is a subset of Set A, it’s suggested that pattern of Set B of beams is designed with uniformed distribution in Set A as starting point for evaluation.
Proposal 2: For DL Tx-Rx beam pair prediction, it’s suggested that pattern of Set B is designed with unformed distribution among both Tx beams and Rx beams as starting point for evaluation.

	LGE [15]
	Proposal 1. For selection of Set B of beams, Option 1 (Set B is fixed) can be considered as a baseline. 

	Samsung [16]
	[bookmark: _Ref131779330]Proposal # 8: For both BM Case1 and BM Case, deprioritize the study of Opt C: Set B is randomly changed among Set A beams (pairs).
Model input
[bookmark: _Ref131779341]Proposal # 13: Consider the following cases for implicit information of Tx beam ID and/or Rx beam ID for Opt D. 
· Case 1: measurements of Set B of beams together with default values for the beams not in Set B are used as AI inputs in a certain order/matrix/vector.
· Case 2: measurements of Set B of beams together with one default values for the beams not in Set C and the other default values for beams not in Set B but in Set C are used as AI inputs in a certain order/matrix/vector.

	CAICT[17]
	Proposal 1: Fixed Set B (Option 1) could be used as baseline for BM-Case 1 further beam pair comparation. 

	CMCC[18]
	Proposal 3: For Rx beam assumption option 1 of DL Tx beam prediction, the best Rx beam for each Tx beam within Set B is used for providing input for AI/ML model for training and/or inference.

	MTK[20]
	Proposal 5: Study and evaluate a more comprehensive Set B design, including joint designing the number of beams in Set B and their beam shape for spatial beam prediction.



FL: Let’s wrap up evaluation results first. Then come back and check whether new agreements for the evaluation is needed or not. 

1.8 Rx beams assumption 
	Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.



 
	Company
	Proposals

	Huawei/HiSi[2]
	Observation 5: For the Rx beam selection in case of AI/ML-based DL Tx beam prediction there are various implementation options to optimize the Rx beam to trade latency, overhead and RSRP performance, e.g.,
· Option 1: Fixed Rx beams is used for inference during P-1/P-2 and the Rx beam sweeping is performed to determine the Rx beam in P-3.
· Option 2: A quasi-optimal DL Rx beam can be identified by measuring the always-on SSB beams at P-1 and used for Tx beam prediction at P-2.
· Option 3: Exhaustive Rx beam sweeping is swept over multiple P-1/P-2 rounds each of which predicts the best Tx beam for a specific Rx beam.

Observation 10: Using prior information (e.g., by measuring the always-on SSB beams) on the Rx beam selection to derive a quasi-optimal Rx beam can come very close in performance to always using the genie-aided best Rx beam obtained from an exhaustive sweep.
· If the determination of the quasi-optimal Rx beam is of 90% accuracy, the prediction accuracy is 96.1% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.11dB vs -0.05dB for genie-aided best Rx beam.
· If the determination of the quasi-optimal Rx beam is of 80% accuracy, the prediction accuracy is 94.3% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.18dB vs -0.05dB for genie-aided best Rx beam.
Proposal 12: For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, it should be studied how to select a quasi-optimal Rx beam without [substantially] increasing the overhead. The following options should be considered:
· Sweeping the always-on SSB beams to identify the best Rx beam to be utilized for measuring Set B.
· Configuring CSI-RS and sweeping the corresponded Tx beams to identify the best Rx beam for measuring Set B.


	ZTE[3]
	At least for evaluation on the performance of DL Tx beam prediction, consider the following four Rx beam assumptions for providing input for AI/ML model for training and/or inference if applicable
Rx beam assumption 1: the best Rx beam for the best Tx beam within Set B 
Rx beam assumption 2: the best Rx beam searched for one Tx beam within Set B 
Rx beam assumption 3: the best Rx beam for the best Tx beam within Set A 
Rx beam assumption 4: a specific Rx beam (e.g., the first Rx beam in the first UE panel)  

	Vivo [4]
	Proposal 27:  At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable,
· Case 0: the best Rx beam for the best Tx beam within Set B
· Case 1: the best Rx beam searched for one Tx beam within Set B 
· Case 2: the best Rx beam for each Tx beam within Set B
· Case 5: the best Rx beam for the best Tx beam among all the Tx-Rx beam pairs
· Case 0A the best Rx beam for the best Tx beam within Set C
· Case 1A the best Rx beam searched for one Tx beam within Set C
· Case 2A the best Rx beam for each Tx beam within Set C
Proposal 32:	Study the Rx beam assumption cases in T1 for BM-case 2 based on the following principles, 
	For Case 0/1/3/4/5, where one Rx beam is used for set B, the measurement for Rx beam determination is performed before T1
	For Case 2, where each Tx beam in set B uses its own best Rx beam, the measurement of Rx beam determination can be performed before T1 starts, or before each measurement occasion in T1
Proposal 33:	Study the issue of Rx assumption options for predicted beams and KPI calculation in T2 in BM Case 2. The following options can be considered as a start point
· Option 0: T2 uses the same Rx beam(s) as that of T1
· Option 1: T2 uses the best Rx beam(s) based on measurement for Rx determination for T1 and extra measurement before T1
· Option 2: T2 uses the best Rx beam(s) based on the predicted top-K Tx beams determined between T1 and T2

	OPPO [5]
	Proposal 8: For DL Tx beam prediction, adopt the “best” Rx beam (Option 1) with exhaustive beam sweeping for each model input sample.

	Nokia [7]
	Observation 15:	 Selecting the Rx beam by following the configured QCL-D info may or may not be the optimum choice for the beam pair prediction.
Proposal 8:	Advanced Rx beam selection procedure other than following the configured QCL-D info should be considered for beam pair prediction.

	Fujitus [12]
	Proposal 4: Regarding the Rx beam assumption for DL Tx beam prediction, it’s suggested a simple Rx beam assumption such as omni-Rx beam for each antenna panel for evaluation.

	Samsung [16]
	[bookmark: _Ref131779333]Proposal # 10: For evaluation of AI in beam management, the “best” Rx beam is defined as the best Rx beam for each Tx beam within Set B. 
Proposal # 11: For the evaluation assuming measurement with best Rx beam, RS overhead to obtain the best Rx beam is reported by companies. 

	MTK [20]
	Proposal 6: Regarding Option2’s FFS on how to select the specific Rx beam(s), further study selecting Rx beam based on sweeping one of the Tx beams, where this Tx beam can be chosen by a fix Tx beam or from previous prediction.
Proposal 7: Regarding Option2’s FFS on how to select the specific Rx beam(s), further study selecting Rx beam based on previous Tx beam prediction and Rx sweeping measurements.

	DoCoMo [25]
	Proposal 1: Study the Rx beam(s) determination methods for the Set B measurement for Tx beam prediction. At least the Rx beam determination method can be categorized into the following two types.
Alt.1: All Set B measurements are performed with the best Rx beam to the best Tx beam among Set B.
Alt.2: Each Set B measurement is performed with the best Rx beam to each Tx beam among Set B.


(FL0) Proposal 3.2-1a
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample for each DL Tx beams within Set B
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· Companies report the selection of the specific Rx beam(s), at least including:
· Case 0: the best Rx beam of the best Tx beam within Set B among all or subset of Rx beam(s)
· Companies report how to select the subset of Rx beam(s) if applicable
· Case 1: the best Rx beam searched for one Tx beam within Set B among all or subset of Rx beam(s)
· Companies report how to select the one Tx beam
· Companies report how to select the subset of Rx beam(s) if applicable
· Other cases are not precluded and can be reported by companies. 
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.

	Supported by
	Google

	Objected by
	


· 
	Companies
	Comments

	FL
	As we discussed and shown in the figure below, Option 1 = Case 2 in the figure. 
Case 0 of Option 2 includes Case 0, Case 4 in the figure, and Case 1 of Option 2 includes Case 1 in the figure. I tried to not list too many cases/options without much results. I think with current options, it is possible for you to indicate the assumption of Rx. Please share your view. 

[image: ]


	Google
	Support. We support option 1 for evaluation. 

	vivo
	1) The current formulation seems Case 0 and 1 under Option 2b. But my understanding is Optional 2b uses a same Rx beam for all training and inference samples, which is not as practical as option 2a. For Case 0 and 1, they make more sense for option 2a. Hence to save effort discussion, we suggest to promote the added bullets under Option 2 but not specifically for optional 2b.
2) We defined set C in last meeting, which is the set used for measurement. When we have set C, before measurement, UE does not know what set B is. The only way is to perform Rx determination based on beams in set C. 
Based on the above two points, we suggest the following change.

At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample for each DL Tx beams within Set B/Set C
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· Companies report the selection of the specific Rx beam(s), at least including:
· Case 0: the best Rx beam of the best Tx beam within Set B/Set C among all or subset of Rx beam(s)
· Companies report how to select the subset of Rx beam(s) if applicable
· Case 1: the best Rx beam searched for one Tx beam within Set B/Set C among all or subset of Rx beam(s)
· Companies report how to select the one Tx beam
· Companies report how to select the subset of Rx beam(s) if applicable
· Other cases are not precluded and can be reported by companies. 
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.


	OPPO
	Fine with the update on Option 1.  

	HW/HiSi
	Looks ok on first sight.

Regarding the red text for Case 0 and Case 1, shouldn’t this apply to both Option 2a and Option 2b?

	Xiaomi
	We thought Option 2 means unnecessary to select the best Rx beam. The current formulation seems option 2 means best Rx beam for one Tx beam. we can accept this formulation. But since the best Rx beam will be selected in each model input, we have same view as vivo that case 0 and 1 should be under Option 2a. 

	NTT DOCOMO
	Share the same view with vivo regarding Set C instead of Set B.
Also, it is not reasonable to treat Case 0 as one example of Option 2. In Case 0, the best Rx beam is determined from the exhaustive beam sweeping as well. It should belong to Option1. Furthermore, as Case 0 provides better performance than Case 2 for Tx beam prediction, Case 0 should be more prioritized than Case 2.

In our understanding, the cases could be categorized within Option 1 as follows:
Alt.1: All Set B measurements are performed with the best Rx beam to the best Tx beam among Set C: Case 0 and Case 4
Alt.2: Each Set B measurement is performed with the best Rx beam to each Tx beam among Set C: Case 2 and Case 3.
We support both of above alternatives although a litter better performance is observed from Alt.1.
Therefore, in general, we support Case 0,2,3,4, and prefer Case 0.

	CATT
	1) We think the formulation of Case 0 and Case1 is more proper to Option 2a. For Option 2b, the “best Rx beam” is selected according to one sample, and the selected Rx beam is used for all samples. To some extent, that is no difference from randomly select a Rx beam used for all model inputs.
2) For Case 0, we wonder how to find the “best Tx beam”, and for Case1, how to select “one Tx beam”? Furthermore, if Case 0 and Case 1 are used for Option 2a, whether the “best Tx beam” and “one Tx beam” is determined per model input sample or for all model input sample?

	Samsung
	The RS overhead of each Option or case would be different. We suggest to add “RS overhead to obtain the best Rx beam is reported by companies.” in main bullet.

	Ericsson
	We are ok with the update. 

	CMCC
	Option 1 is ok, which reflects the upper bound of performance of BM case 1.
For Option 2, with no matter case 0 or case 1, the selection of the specific Rx beam(s) is different for different model sample. Thus, two cases of the selection of the specific Rx beam(s) should be under option 2a. 

	ZTE
	The difference between option 2a and 2b is whether to use the same Rx beam for all model input samples. Since the selected best Rx beam varies among samples, the newly added red part should be placed under option 2a.

Besides, we prefer to study the case that the selected specific Rx beam is the best Rx beam for the best Tx beam within Set A. It can be a baseline and serves as an upper bound for performance comparison. Besides, in the realistic environment, the best Rx beam can be obtained by measuring the always-on SSB wide beams during initial access and then be used for Tx beam refinement. Therefore, this case should be valid.
· Companies report the selection of the specific Rx beam(s), at least including:
· Case 0: the best Rx beam of the best Tx beam within Set B among all or subset of Rx beam(s)
· Companies report how to select the subset of Rx beam(s) if applicable
· Case 1: the best Rx beam searched for one Tx beam within Set B among all or subset of Rx beam(s)
· Companies report how to select the one Tx beam
· Companies report how to select the subset of Rx beam(s) if applicable
· Case 2: the best Rx beam of the best Tx beam within Set A

	Futurewei
	We are ok with the updates.

	NVIDIA
	We are fine with the proposal.

	Intel
	Ok with updates and prefer either Option 1 or Option 2b - Case 0 (Case 0 in FL comment). Note that during results collection, we may need to differentiate between these approaches for the purpose of drawing conclusions/observations.  

	Nokia/NSB
	Not sure it makes sense to list so many new variants. Better to agree on most supported ones or keep the older agreement as it is. 

	Apple
	Our understanding is this update to facilitate companies to report the results, e.g., through a simple designation of the Rx beam used. If there is more than that, please clarify.

	LG Electronics
	Tend to agree with Nokia. 

	Qualcomm
	Agree with Nokia

	MediaTek
	Since this proposal is for both training and inference, we think it is also important to define which Rx beam to use when measuring beams in Set A for training samples, as using different Rx beam definition may affect the ground truth label of the “best” Tx beam. Also, we agree with VIVO regarding Set B is not the measurement set and that Case 0 and Case 1 are also applicable to Option2a and therefore should be promoted.
Based on the above discussions, we suggest the following update, where “the measurement set” can cover Set B/Set C definition for inference samples and Set A definition for training samples. 
Proposal 3.2-1a
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input and/or output for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample for each DL Tx beams within Set B the measured beam set.
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· Companies report the selection of the specific Rx beam(s), at least including:
· Case 0: the best Rx beam of the best Tx beam within Set B the measured beam set among all or subset of Rx beam(s)
· Companies report how to select the subset of Rx beam(s) if applicable
· Case 1: the best Rx beam searched for one Tx beam within Set B the measured beam set among all or subset of Rx beam(s)
· Companies report how to select the one Tx beam
· Companies report how to select the subset of Rx beam(s) if applicable
· Other cases are not precluded and can be reported by companies. 
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.

Also, for Case 0, we wonder how to find the best Tx beam? If we exhaustively beam sweeping all the Rx beams for each DL Tx beam in Set B to find the best Tx beam in Set B, then isn’t it the same as Option1?

	Lenovo
	Support. However, in Option 1, we are not sure why do we need the part “for each DL Tx beams within Set B”



(FL1) Proposal 3.2-1b
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample for each DL Tx beams within the measured beam set
· Option 2: Measurements of specific Rx beam(s) per model input sample 
· Companies report the selection of the specific Rx beam(s), at least including:
· Case 0: the best Rx beam of the best Tx beam within the measured beam set among all or subset of Rx beam(s)
· Companies report how to select the subset of Rx beam(s) if applicable
· Case 1: the best Rx beam searched for one Tx beam within the measured beam set among all or subset of Rx beam(s)
· Companies report how to select the one Tx beam
· Companies report how to select the subset of Rx beam(s) if applicable
· Other cases are not precluded and can be reported by companies. 
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.

	Supported Option 1
	Hw/HiSi, Samsung, CAICT

	Supported Option 2 case 0
	Hw/HiSi, NTT DOCOMO

	Supported Option 2 case 1
	

	Supported Option 3
	


(FL2) Discussion 3.2-1b
· Whether willing to specify which Rx beam to use for DL Tx beam prediction, and expect significate performance difference than using the “best” Rx beam assumed in current system and up to UE implementation? 
· If the answer is no, I suggest to keep original option 1 (potentially Option 3 to draw observation such as “best Rx is better than random”), companies can use their own assumption of best Rx for result submission.
· If the answer is no, let try to listing all the options can draw observations to compare the performance with different Rx beam assumption. 
	Yes
	NTT DOCOMO

	No
	Samsung




	Company
	Proposal/observation

	FL
	Please share your view of the above proposal and discussion point. 
In my view, how to select “best Rx” can leave to UE implementation and no need to spend time.  
Let’s do one more round to collect the view.  

	CATT
	We think it is a typo in the second bullet: no  yes.
We prefer to list some options for Rx beam assumption. But for Case 0, it is unclear how to find the “best Tx beam”, does it mean the best Rx beam and the best Tx beam are the best beam pair with the measured beam set?

	Samsung
	We think how to select “best Rx” is up to both UE implementation and gNB implementation (e.g., how to configure TCI of measurement RSs) But, we agree with FL’s suggestion (i.e., no need to spend time), and we suggest to postpone this proposal before we have meaningful observation about pros and cons discussed in Proposal 3.3-3b. 

	ZTE
	Since different Rx beam assumptions apply to different scenarios in realistic environments, we prefer to keep the older agreement as it is and let companies report the specific Rx beam assumption. Additionally, we suggest to study the case that the selected specific Rx beam is the best Rx beam for the best Tx beam within Set A. It can be a baseline and serves as an upper bound for performance comparison. Besides, in the realistic environment, the best Rx beam can be obtained by measuring the always-on SSB wide beams during initial access and then be used for Tx beam refinement. Therefore, this case should be valid at least for evaluation.
· Case 2: the best Rx beam of the best Tx beam within Set A

	Lenovo
	We prefer Option 1. 

	NTT DOCOMO
	We support the Case 0 based on the performance from the simulation results.
Again, we think Case 0 should belong to Option 1 since the best Rx beam is searched out from exhaustive beam sweeping.

	FL
	@ZTE, I don’t know how to obtain the best Rx beam of the best Tx beam within Set A. do you mean in training phase? but it cannot be obtained in inference phase. 
Moreover, do you see performance difference to evaluate it? 




(FL0) Proposal 3.2-2a
· For dataset construction for training and/or inference for AI/ML in BM, consider the following options with potential down selection for obtaining L1-RSRP of set B for model input:
· Opt A: measurements are obtained by measuring the always-on SSB
· 20ms periodicity of each SSB burst is used for the evaluation
· Opt B: measurements are obtained by measuring the CSI-RS
· FFS the periodicity of CSI-RS with repetition-on is assumed for the evaluation. 
· Opt C: measurements are obtained ideally among measurements generated in one shot

	Supported by
	Google, NTT DOCOMO, Futurewei

	Objected by
	



	Companies
	Comments

	FL
	In practical, measurements required time to be obtained. Opt C is too ideal and cannot be achieved in practical. Since some companies already showed some evaluation results with different assumptions. It is better to be able to capture the results/observations with different assumption. 

	vivo
	OK

In addition, one point, which is not directly related with this proposal but has impact on the final performance, is the Rx beam used for time duration T2 for BM Case 2. This Rx beam assumption impacts the RSRP derivation in T2 and the final KPIs. Hence we think it is worthy to discuss this issue as well.

	OPPO
	Similar as above, the measurement of L1-RSRP can be reported by companies. We failed to see the benefits to restrict ourselves into one of the Options, e.g. Opt A with 20ms periodicity of measurement. On the other hand, it may complicate the evaluation to be done once the restricted Options are mandatory. 

	HW/HiSi
	Support

	Xiaomi
	We are wondering which metric will be different for different Option during the evaluation? 

	Samsung
	We support the motivation. However, for Opt B, we think there is no need to highlight “repetition on” since beam sweeping to obtain best Rx beam can be discussed separately as in proposal 3.2-2a. 
Moreover, we think there can be a combination of the options. For example, using SSB to obtain “Rx” beam while using CSI-RS for measurement. 
Proposal 3.2-3a
· For dataset construction for training and/or inference for AI/ML in BM, consider the following options with potential down selection for obtaining L1-RSRP of set B for model input:
· Opt A: measurements are obtained by measuring the always-on SSB
· 20ms periodicity of each SSB burst is used for the evaluation
· Opt B: measurements are obtained by measuring the CSI-RS
· Companies report the configuration of CSI-RS
· FFS the periodicity of CSI-RS with repetition-on is assumed for the evaluation. 
· Opt C: measurements are obtained ideally among measurements generated in one shot
· Combination of the above options can be reported by companies. 

	Ericsson
	Similar to proposal 3.2-2a, we don’t see the need for connecting the L1-RSRP measurements to the CSI-RS or SSB at this stage. 
Companies could instead report the time assumption on the data collection. Proposed update:

Proposal 3.2-3a

For dataset construction for training and/or inference for AI/ML in BM, consider the following options with potential down selection for obtaining L1-RSRP beam (pair) measurements of set B and/or set A for model input
a) One-shot: All beams measured in a single time instance
b) Periodic: k beams measured every x ms (time-duration for collecting one sample is a function of number of beams in A+B, k, and x)
   Other options are not precluded


	CMCC
	Ok.

	Intel
	We don’t think this proposal is needed at this late stage. We can be ok with Ericsson’s version instead if option b is mentioned as optional. 

	Nokia/NSB
	Ok 

	LG Electronics
	Share the same view as Oppo. 

	Qualcomm
	Agree with Ericsson that linking L1-SRP measurements to SSB and/or CSI-RS is not needed at this stage. Even if such an agreement is made, drawing conclusions/observations would be very difficult as any such observations would be subjective to particular assumptions regarding SSB/CSI-RS design and periodicity.
Additionally, this proposal is in the section of “Rx beams assumption”, but there is nothing related to Rx beams in the proposal text. 

	MediaTek
	We agree with OPPO’s concern that it may complicate the evaluation if one of the options is mandatory. Also, we would like to know if the intention of this proposal covers obtaining label (e.g. best beams in Set A) for dataset construction for training? The first part of the proposal mentions dataset construction for training, which we think labeling should be included, but the rest of the proposal seems to be only applicable for model input and Set B measurements.

	Lenovo
	We do not see any need of down selecting the options for measurements. Companies can report what have they done. 




(FL1) Proposal 3.2-2b
For dataset construction for training and/or inference for AI/ML in BM, consider the following options with potential down selection for obtaining L1-RSRP beam (pair) measurements of set B and/or set A for model input
· One-shot: All beams measured in a single time instance
· Periodic: k beams measured every x ms (time-duration for collecting one sample is a function of number of beams in A+B, k, and x)
· Other options are not precluded

	Supported by
	

	Objected by
	



	Companies
	Comments

	FL
	In practical, measurement cannot be obtained by one-shot. Within the data collection period, the best beam may change although here is no UE moving. I think it can be reported if companies want to report the result. we can discuss further whether this is observation worth to be drawn. 

	Ericsson
	Share the view by Qualcomm that it does not have anything to do with RX-selection. Our understanding is that the intention is to evaluate the impact of collecting beam measurements over a certain time-duration. This could cause degraded performance if one full beam sweep is done in a longer time-duration than the channel-coherence time interval. Note that the coherence time depends on the UE speed/rotation. 

This is hence another error source in addition to L1-RSRP measurement uncertainty and measurement sensitivity (SNR threshold for which beams UE can detect). Hence, this proposal would be better suited for section 1. For example, 

(FL1) Proposal 3.2-2b
The performance impact of dataset construction for training and/or inference caused by beam measurement time-domain assumptions is optionally evaluated for both DL Tx beam and beam pair prediction, assuming:
· Ideal data collection (one-shot): All beams measured in a single time instance
· Periodic data collection: k beams measured every x ms (time-duration for collecting one sample is a function of number of beams in A+B, k, and x)
· Companies to report assumptions on UE speed/rotation etc.

This would be more challenging to evaluate than the L1-RSRP measurement uncertainty and sensitivity in our view. Since one need to make assumptions on the UE mobility. 

	CATT
	Companies can report the option they used in evaluation. The down-selection is not needed.

	Fujitsu
	Agree with Ericsson views and update.

	HW/HiSi
	Agree with Ericsson’s update. 

	Samsung
	We are generally fine with modification from Ericsson in FL0, but we have different understating with Ericsson’s update in FL1. In our understanding, this proposal is not about to down-select one or compare between one-shot measurement and periodic measurement but is about whether to obtain L1-RSRP from ideal assumption or practical assumption. We agree that it’s too late stage to determine how to obtain L1-RSRP. Therefore, we suggest the following revision based on Ericsson’s modification in FL0.

(FL1) Proposal 3.2-2b
For dataset construction for training and/or inference for AI/ML in BM, companies report at least one of consider the following options with potential down selection for obtaining L1-RSRP beam (pair) measurements of set B and/or set A for model input.
· Opt A: One-shot: Inputted L1-RSRPs of aAll beams are measured in a single time instance.
· Opt B: Inputted L1-RSRPs of beams are measured in different time instance. 
· Periodic: k beams measured every x ms (time-duration for collecting one sample is a function of number of beams in A+B, k, and x)
· Other options are not precluded




	Lenovo
	The options should be left open for the companies, and they can report what they have used. 

	CAICT
	Fine with Ericsson’s update.

	NTT DOCOMO
	We are fine with Ericsson’s update on (FL1) Proposal 3.2-2b.




(FL2) Proposal 3.2-2c
The performance impact of dataset construction for training and/or inference caused by beam measurement time-domain assumptions is optionally evaluated for both DL Tx beam and beam pair prediction, assuming:
· Ideal data collection (one-shot): All beams measured in a single time instance
· Periodic data collection: k beams measured every x ms (time-duration for collecting one sample is a function of number of beams in A+B, k, and x)
· Companies to report assumptions on UE speed/rotation etc.

	Supported by
	

	Objected by
	



	Companies
	Comments

	FL
	 Let’s see whether Ericsson’s proposal can be accepted or not.   

	
	




(FL0) Proposal 3.3-3a
For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, study the performance with a quasi-optimal Rx beam without less measurement/RS overhead. At least the following options can be considered:
Sweeping the always-on SSB beams to identify the best Rx beam to be utilized for measuring Set B.
Configuring CSI-RS and sweeping the corresponded Tx beams to identify the best Rx beam for measuring Set B.
	Supported by
	Google, NTT DOCOMO

	Objected by
	



	Companies
	Comments

	FL
	The above proposal is to evaluate the performance with quasi-optimal Rx, which is very close to practical assumptions. 

	vivo
	OK

	OPPO
	For evaluation purpose, it seems we don’t have to differentiate using either SSB or CSI-RS. The Tx and/or Rx beam beamforming on SSB or CSI-RS are up to implementation. What needs to be determined is how UE find the best Rx beam for measuring Set B. At current stage of SI, it will not be harmful to assume any kind of applicable DL RS.

	HW/HiSI
	Support the intention, but isn’t there a typo? 
“study the performance with a quasi-optimal Rx beam without less measurement/RS overhead”
Shouldn’t this be “with less measurement/RS” overhead, since the overhead is less compared to the exhaustive Rx beam sweep?

	Xiaomi
	In the main bullet, maybe a small typo, “without” should be “with”.
In my understanding, this assumption can be used for RS overhead reduction. For the case of beam pair prediction, it is easy to calculate the RS overhead reduction. But for the case of Tx beam prediction, it is not clear how to calculate the RS overhead reduction consider the RS overhead for Rx beam selection. Can we assume that if the Rx beam is selected by SSB, no additional RS overhead will be needed?  

	Fujitsu
	Share the views with OPPO

	CATT
	OK with the proposal, and we think this is optional to companies.

	Samsung
	We support the intention of the proposal. However, we think there are two categories to find the best Rx beam: one is based on current RS for Set B measurements; and the other is based on previous Set B measurements. Therefore, to clarify the intention of the proposal, we suggest the following change: 
Proposal 3.2-3a
For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, study the performance with a quasi-optimal Rx beam without less measurement/RS overhead. At least the following options can be considered:
Opt A: Identify the (quasi-optimal) Sweeping the always-on SSB beams to identify the best Rx beam to be utilized for measuring Set B based on the previous measurements.
Alt1: always-on SSB beams with 20ms periodicity
Alt 2: CSI-RS, FFS the pattern.
Opt B: Configuring CSI-RS and sweeping the corresponded Tx beams to iIdentify the best Rx beam for measuring Set B based on current measurements.

	Ericsson
	Share the same view as Oppo, we don’t need to talk about reference signals. We don’t think this proposal is needed, 3.2-1a is sufficient. 

	CMCC
	Ok.

	ZTE
	Support the intention of the proposal that the best Rx beam can be obtained a priori to reduce the RS overhead. As with proposal 3.2-1a, the 'best Rx beam' needs to be clarified.

	Futurewei
	In general, we are ok with the proposal after correcting the typo “without less measurement/RS overhead”  “with less measurement/RS overhead”

	Intel
	Proposal 3.2-1a is enough, we do not need this proposal to further categorize “quasi-orthogonal” Rx beams. 

	Nokia/NSB
	Ok 

	LG Electronics
	Share the same view as Oppo and Ericsson. 

	Qualcomm
	Share similar view as OPPO, Ericsson, and LG in that this proposal is not needed and 3.2-1a is sufficient. 

	MediaTek
	We agree with Samsung that the best Rx beam can be quasi-determined based on either current RS for Set B measurements or previous measurement (e.g., previously used Rx beam after a P3 Rx sweeping for the previously used Tx beam). We would like to know whether it is a common understanding that the above example can be covered by the second bullet: “Configuring CSI-RS and sweeping the corresponded Tx beams to identify the best Rx beam for measuring Set B.”

	Lenovo
	We are not sure why do we need this proposal/discussion. At this moment, we think it is not required to discuss this issue.  



(FL2) Proposal 3.3-3b
For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, study the performance with a quasi-optimal Rx beam without less measurement/RS overhead. At least the following options can be considered:
· Opt A: Identify the (quasi-optimal) the best Rx beam to be utilized for measuring Set B/Set C based on the previous measurements.
· Companies can report the time information of the reference signal to use. 
· Opt B: Identify the best Rx beam for measuring Set B/Set C based on current measurements.
	Supported by
	Samsung NTT DOCOMO

	Objected by
	



	Companies
	Comments

	FL
	I think the intention of this proposal is try to see whether DL Tx beam prediction, “best” Rx beam can be obtained by previous measurements, which is similar as what UE is doing in the network now.  

	Ericsson
	Ok so study

	Spreadtrum
	We think we should solve the problem of Rx beam selection in proposal 3.2-1a. And then we can consider “quasi-optimal Rx beam”.

	HW/HiSi
	Support the intention. 
In the main bullet, should we say that it is less overhead compared to exhaustive Rx beam sweep?

“For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, study the performance with a quasi-optimal Rx beam without less measurement/RS overhead compared to exhaustive Rx beam sweeping. At least the following options can be considered:”

	Samsung
	Support with further update from HW/HiSi’s.

“For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, study the performance with a quasi-optimal Rx beam without less measurement/RS overhead compared to exhaustive Rx beam sweeping based on current measurement. At least the following options can be considered:”

	FL
	@HW/Hisi, my original intention, Opt B is the exhaustive Rx beam sweeping. But I think you can also treat Opt B as “quasi-optimal Rx”, by only measuring with partial Rx beams. but I think partial Rx beam is covered by rx beam option’s proposal. 

	
	




1.9 Additional assumptions for BM-Case 2
	Company
	Proposal/observation

	Nokia [7]
	Proposal 13:	Support RAN1 to further study BM Case-2 considering observation window larger than prediction window, limiting prediction window to relatively short future period (e.g. 1 s).



1.10 Assumptions for Set B=! Set A
	Company
	Proposal/observation

	Nokia [7]
	Observation 4: For Set B is different to Set A with Set B is wide beam, the KPI for the wide beam codebook design should be both prediction accuracy and throughput performance.

Proposal 1: For BM-Case1, RAN1 may further study the case of Set A/B are DL Tx and Set B/Set A are different.
· Set B is a wide beam codebook and Set A is a refined beam codebook
· Advance Set B designs are needed to provide sufficient refined beam prediction performance.

	InterDigital[9]
	[bookmark: _Hlk131777886]Observation 12: As using same beamwidth for all channels and signals is a general implementation within a frequency range, using a subset of Set A as Set B is a reasonable option if Set A and Set B are utilized in a same frequency range. 
Observation 13: It is difficult to use a subset of Set A considering different beamwidths for beam management between different frequency ranges.
Observation 14: Utilization of wide beam information from a low frequency range has great potential as a low frequency range is more reliable and utilization of wide beam requires much less time and frequency resources for beam management.
Proposal 11: Support ‘Set B is a subset of Set A’ when Set A and Set B are utilized in a same frequency range for both temporal/spatial domain prediction.
Proposal 12: Support ‘Set A and Set B are different’ when Set A and Set B are utilized in different frequency ranges for both temporal/spatial domain prediction.
Proposal 13: AI/ML based beam management based on association between different frequency ranges should supported for both between FR1 and FR2-1 and between FR2-1 and FR2-2.



1.11 Assistance information 
	Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement



Based on the above conclusion, no further discussion on the following proposals. 

Assistance information were discussed and some observations are summarized:
	Company
	Proposal/observation

	Vivo [8]
	Observation 13: Similar performance can be achieved for a fixed pattern in set B with or without assistance information.
Proposal 8: For the evaluation of fixed pattern scheme in Set B selection, at least support Alt 1, i.e., no explicit or implicit information of Tx beam ID and/or Rx beam ID.
Observation 14: Compared with Random pattern Set-1, assistance information brings considerable gain in random pattern selection scheme, especially for Tx/Rx beam angle as assistance information.
Proposal 9: Assistance information, such as Tx/Rx beam ID or angle in connection with input RSRPs, should be used as AI input at least for random pattern scheme.
[bookmark: OLE_LINK16][bookmark: OLE_LINK17]Observation 15 Such pre-configured patterns in Set B with Tx/Rx beam angle information as input barely suffers performance loss compared with the best beam pattern.
Observation 16 Pre-configured beam pattern scheme has potential to approach the performance upper bound, i.e. the best fixed pattern, if the performance of each pattern in top-N best patterns has similar performance of top-1 best pattern.
Proposal 10 Support assistance information with both Tx and Rx beam information in pre-configured pattern scheme.
Proposal 11 Suggest to use both Tx and Rx beam information as assistance information for further performance improvement for both BM-Case1 and BM-Case2.
No performance loss can be observed from proprietary protection with mathematical function processing compared to beam prediction using beam angle directly, if a same processing function is maintained for training and inference. 
Support proprietary protection mechanism for proprietary/privacy information disclosing issue in BM Case 1. Detailed proprietary protection mechanism can be FFS. 
Support to use proprietary processed assistance information as model input to address performance deterioration and sensitive proprietary information disclosure issues in BM-Case1, where a same mapping function is maintained for training and inference.
Observation 22:	More flexible AI model deployment for different number of Tx/Rx beams can be achieved through using expected Tx/Rx beam information method with only marginal performance loss.
Proposal 16:	Study beam pair prediction with expected Tx/Rx beam information as the AI input as one of the solutions for generalization to different number of Tx/Rx beams in BM-Case1.
Proposal 17:	Further study expected information method in BM-Case2.
Proposal 18:	Further study multiple expected beam information simultaneously used in AI input.

Proposal 35:	Further study assistance information, such as beam shape pattern, 3dB beam width, etc., as model input to address performance deterioration for generalization of different beam shapes in BM-Case2.
Proposal 36:	Suggest to use beam pointing angle or other physical IDs reflecting beam pointing angle information as assistance information for AI model input.
Observation 39:	For the case using proprietary processed beam angle, beam loss and accuracy degenerate slightly compared to the performance of the case using beam angle directly.
Proposal 37:	Support proprietary protection mechanism for proprietary/privacy information disclosing issue in BM-Case 2. Detailed proprietary protection mechanism can be FFS. 
Proposal 38:	Suggest to use proprietary processed assistance information as model input to address performance deterioration and sensitive proprietary information disclosure issues in BM-Case2, where a same mapping function is maintained for training and inference.

	MediaTek [20]
	Observation 2: Temporal beam prediction by adding additional UE angle information directly to the input of the model did not show significant gains compared to predicting without UE angle information.
Proposal 4: Study more scenarios where additional information may improve the temporal beam prediction performance.
Observation 24: The spatial prediction accuracy does not improve much by using UE angles directly as the additional input, at least for the ratio of Set B and Set A sizes is larger than 1/8.


	Qualcomm [24]
	Observation 9: For spatial domain beam prediction (BM-Case1), for at least the case in which Set B is a subset of Set A, assistance information from gNB about gNB beam boresight directions and information about gNB antenna array structure is beneficial in boosting spectral efficiency across UEs.



FL: with the conclusions in 9.2.3.2, no discussion is needed for assistance information. 
1.12 Beam management procedures 
	Company
	Proposal/observation

	Huawei/HiSi
[2]
		Example for DL Tx-Rx beam pair prediction implemented at the gNB side
· In P-1, the gNB is sweeping the sparse Tx beams (for example the sparse narrow beams) which are the Tx part of Set B.
· Also in P-1, the UE is measuring the Tx beams with the set of Rx beams that are Rx part of Set B. The RSRPs for the Tx beams with the corresponding Rx beams are reported to the gNB. Based on this information, the Top-K Tx-Rx beam pairs out of Set A are inferred at the AI/ML model. It is assumed that the AI/ML model has been trained with all possible Rx beams which are the Rx part of Set A.
· In P-2, the Tx beams from the Top-K beam pairs are sent to the UE together with corresponding information about the Rx beam the UE is suggested to use.
· Also in P-2, UE measures the Top-K beam pairs and reports back the Top-1 Tx beam.
· P-3 is not needed, since the Tx and Rx beam have been determined in P-2.
[image: ]


[bookmark: _Ref127118279][bookmark: _Ref124755786]Figure 3. UE measures the narrow Tx beams with a fixed Rx beam (Option 1)
	  [image: ]


[bookmark: _Ref127118560][bookmark: _Ref124778602]Figure 4. UE measures the wide Tx beams with a quasi-optimal Rx beam (Option2)
	[image: ]


[bookmark: _Ref127118655][bookmark: _Ref125038446]Figure 5. UE measures the narrow Tx beams for several rounds with different Rx beams (Option 3)

	Vivo[4]
	For the evaluation of AI/ML in beam management, considering the following beam management procedures:
· Option 1: AI/ML can be used to predict Top-K Tx beams with corresponding RSRPs based on Set B. The output results can be directly used following same Rx beam assumption as the set B measurement.
· Option 2: AI/ML can be used to predict only Top-K Tx beams based on Set B. A mandatory P2 procedure to obtain RSRP of predicted beams is needed and a P3 procedure may also be configured for performance improvement.
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs with corresponding RSRPs based on Set B. The output results can be directly used.
· Option 4: AI/ML can be used to predict only Top-K Tx-Rx beam pairs. An extra P2+P3 procedure should be configured to obtain corresponding RSRPs.
· Other options are not precluded and can be reported by companies.


	CATT [8]
	Proposal 3: For both BM-Case1 and BM-Case2, further study the following options to apply AI/ML in beam management procedure:
· Option 1: Use AI/ML model to predict Top-1 DL Tx beam in Set A
· For UE side AI/ML, the Top-1 DL Tx beam can be recommended by UE for DL data transmission
· For gNB AI/ML, the Top-1 DL Tx beam can be used for DL data transmission
· P3 may be needed for Rx beam sweeping for the predicted Top-1 DL Tx beam
· Option 2: Use AI/ML model to predict Top-K Tx beams in Set A 
· For UE side AI/ML, the Top-K Tx beams can be recommended by UE for P2
· For gNB AI/ML, the Top-K DL Tx beam can be used for P2
· gNB selects one DL Tx beam for DL data transmission using P2 or up to gNB implementation
· P3 may be needed for Rx beam sweeping for the predicted Top-1 DL Tx beam
· Option 3: Use AI/ML model to predict Top-1 Tx-Rx beam pair in Set A
· For UE side AI/ML, 
· the Top-1 Tx-Rx beam pair can be used for DL data reception
· the Tx beam of the Top-1 Tx-Rx beam pair can be recommended by UE for DL data transmission
· P3 procedure is not needed
· For gNB side AI/ML, 
· the Tx beam of the Top-1 Tx-Rx beam pair can be used for DL data transmission
· the Rx beam of the Top-1 Tx-Rx beam pair can be recommended by gNB for DL data reception
· Option 4: Use AI/ML model to predict Top-K Tx-Rx beam pairs in Set A
· For UE side AI/ML, 
· the Top-K Tx-Rx beam pairs can be used for DL data reception 
· the Top-K Tx beams of Top-K Tx-Rx beam pairs can be recommended by UE for P2
· gNB selects one DL Tx beam for DL data transmission using P2 or up to gNB implementation
· P3 procedure is not needed
· For gNB side AI/ML, 
· the Top-K Tx beams of the Top-K Tx-Rx beam pairs can be used for P2
· gNB selects one DL Tx beam for DL data transmission using P2 or up to gNB implementation
· the Rx beam corresponding with the selected DL Tx beam can be recommended by gNB
· P3 procedure is not needed
· Other options are not precluded. 

	Samsung [21]
	[bookmark: _Ref127535655]Proposal # 4; For the evaluation of Tx-Rx beam pair prediction, NW side model is deprioritized. 
[bookmark: _Ref127535656]Proposal # 5: For the evaluation of DL Tx beam prediction, the RS overhead in P3 needs to be considered. 
[bookmark: _Ref127535657]Proposal # 6: For Top-K beam (pair) prediction, the RS overhead in P2 procedure needs to be considered. 

Proposal # 12: Companies report the time domain RS assumption for both spatial domain and temporal beam prediction.   

	CMCC[18]
	Proposal 1: For usage of AI/ML in beam management, following options can be considered as a starting point:
· Option 1: AI/ML can be used to predict Top-1 Tx beam based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 and P2 procedure
· Option 2: AI/ML can be used to predict Top-K Tx beams based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 procedure 
· Option 3: AI/ML can be used to predict Top-1 Tx-Rx beam pair based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and whole P2+P3 procedure or P1 and part of P2+P3 procedure
· Option 4: AI/ML can be used to predict Top-K Tx-Rx beam pairs based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and part of P2+P3 procedure




(FL0) Proposal 3.6a
For the usage of AI/ML in beam management at least for BM-Case 1, further considering the following as a starting point:
· Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 procedure. 
· Option 2: AI/ML can be used to predict Top-1 Tx beam in Set A of beams based on the measurement results of Set B of beams, to substitute the whole or a part of P1 and/or P2 procedure
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute a part of P1 and/or P2-P3 procedure
· Option 4: AI/ML can be used to predict Top-1 Tx-Rx beam pair in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute the whole or a part of P1 and/or P2-P3 procedure 
· Other options are not precluded and can be reported by companies. 

	Support the proposal 
	CATT, Samsung,CMCC

	Object/concern to the proposal
	



	Company
	Comments

	FL
	Aiming to capture some explanation in TR, please provide some comments.

	Google
	We are not sure whether option 3 and 4 are really feasible. We need to notice that UE may not use codebook based scheme to generate the Rx beam.

	vivo
	For DL Top-K Tx beam measurement, it can also be used as the whole or part of P2 procedure, which is same as legacy. Hence we suggest the following change.
Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 and/or P2 procedure.

	OPPO
	We support in general. More details on the replaced beam sweeping procedure(s) can be further discussed in later stage. 

	HW/HiSi
	Support in principle for the purpose of evaluation.

But shouldn’t Option 1 have the same wording as Option 2? Also for Option 1, a part or the whole P2 could be replaced with AI? For example. The top-K inference output would be considered as the first part of P2 and the final Tx beam is selected at the end of P2 based on a non-AI method (top-K beam sweeping)

Proposal 3.6a
For the usage of AI/ML in beam management at least for BM-Case 1, further considering the following as a starting point for evaluation:
· Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 procedure and/or P2 procedure. 
· Option 2: AI/ML can be used to predict Top-1 Tx beam in Set A of beams based on the measurement results of Set B of beams, to substitute the whole or a part of P1 and/or P2 procedure
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute a part of P1 and/or P2-P3 procedure
· Option 4: AI/ML can be used to predict Top-1 Tx-Rx beam pair in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute the whole or a part of P1 and/or P2-P3 procedure 
· Other options are not precluded and can be reported by companies. 


	NTT DOCOMO
	OK.
Option 1 and 2 could be conducted by UE side model or NW side model.
Option 3 and 4 could only be conducted by UE side model.

	Ericsson
	We are not sure if this proposal is needed for the evaluations, it could be valid for the system-performance evaluations. Seems more like an observation than a proposal.

	ZTE
	General fine, but we are not sure if companies have a common understanding on the P1, P2, P2-P3 procedure mentioned in this proposal. It's better to clarify it.

	Futurewei
	We are ok with Huawei’s edits for Option 1.

	NVIDIA
	We are fine with the proposal in principle.

	Intel
	Not clear to us what this proposal achieves for evaluation purposes? We already capture impact of measurement and OH reduction. 

	Nokia/NSB
	For Opt 1 and 2, if AI/ML Model output consists of Top-K/Top-1 beam IDs the network shall ensure that the predicted beam was measured by the UE. Otherwise, a further step to measure the L1-RSRPs of the predicted Top-K/Top-1 beam IDs is needed. 
For Opt 3 and 4, if AI/ML Model output consists of Top-K/Top-1 beam pairs IDs the network/UE shall ensure that the predicted beam pair was measured by the UE. Otherwise, a further step to measure the L1-RSRPs of the predicted Top-K/Top-1 beam pair IDs is needed.

	Apple
	We believe this agenda item is for performance evaluation, not on specification impact. The proposal seems to be on specification impact 

	LG Electronics
	Tend to agree with Ericsson. Is this proposal for capturing certain BM procedure in companies’ simulation? 

	Qualcomm
	As pointed out by Ericsson, this looks more like an observation, rather than a proposal. Additionally, the discussions regarding beam pair prediction are still ongoing in 9.2.3.2 with no clear consensus on feasibility/usefulness of beam pair prediction at this stage, so we think agreeing on option 3 and option 4 would be premature at this stage. Also, as pointed out by FL, we do not think this would help advance discussions with respect to evaluations agenda item. 

	MediaTek
	We support the intention. However, there is no P1, P2, P3 procedures defined in the spec, we think the current wording can be more specific. One issue is whether P1, P2, P3 procedures mentioned in this proposal include obtaining the Top-K beam ID and their RSRP for UE reporting? If yes, we think an AI/ML model which predicts Top-K Tx beam ID is not enough to substitute a P1 procedure because model output does not include RSRP.



(FL2) Proposal 3.6b
For further analysis the feasibility and usage of AI/ML in beam management at least for BM-Case 1, further considering the following as a starting point:
· Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 and/or P2 procedure. 
· Option 2: AI/ML can be used to predict Top-1 Tx beam in Set A of beams based on the measurement results of Set B of beams, to substitute the whole or a part of P1 and/or P2 procedure
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute a part of P1 and/or P2-P3 procedure
· Option 4: AI/ML can be used to predict Top-1 Tx-Rx beam pair in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute the whole or a part of P1 and/or P2-P3 procedure 
· Other options are not precluded and can be reported by companies. 
· Note: P1/P2/P3 procedures are describe in TR 38.802

	Support the proposal 
	Samsung

	Object/concern to the proposal
	



	Company
	Comments

	FL
	Aiming to capture how AI/ML can help in BM procedure in the TR, we can take this as a starting point. In the end, maybe only some of the options are feasible. 
In my understanding, it is better to start classifying something then lead us conclude whether feasible or not. I don’t mind if companies believe this can be discussed in 9.2.3.2, if this is treated as clarification on “use case” definition, but I don’t think this is related to spec impact. 

	Spreadtrum
	We are OK with this proposal.

	Fujitsu
	Support this proposal.

	HW/HiSi
	Ok

	Samsung
	Support

	Lenovo
	We do not see importance of this proposal. 

	CAICT
	Support





1.13 Others
	Company
	Proposal/observation

	Samsung [16]
	[bookmark: _Ref131779320]Proposal # 3: Further study the performance and potential specification impact (e.g., data collection) for classification model or regression model for beam management. 

	CMCC [18]
	Observation 5: For BM-Case 1 with fixed set B, AI model with output of probability of becoming Top-1 beam pair achieves higher prediction accuracy than AI model with output of L1-RSRP.



(FL0)Proposal 3.7a
· For AI/ML in beam management, further study performance with classification model and regression model with the following assumption. 
· For classification model, 
· the label can be the Top-1 beam (pair)
· the model outputs can be the likeliness of each beam (pair) in Set A being the Top-1 beam (pair)
· other assumptions are not precluded and can be reported by companies. 
· For regression model, 
· the ground truth can be the L1-RSRPs of the beams(pairs) in Set A 
· the model outputs can be predicted L1-RSRP of each beam (pair) in Set A
· other assumptions are not precluded and can be reported by companies. 
· Companies report the model type when providing the results. 

	Company
	Comments

	FL
	By reviewing the results in excel, it seems like companies use different type of AI/ML models. which cause different AI outputs, KPIs, and will also have impact on specification, e.g., collecting data for training/updating, or in model monitoring. Therefore, I think it will be helpful to clarify two different models.
Please share your views and polish the wording, if needed.

	Google
	Support

	vivo
	We don’t know whether it is practical or needed to discuss such issue. These model details are implementation issues which should be up to companies in our view. We are not sure whether there is common understanding in RAN1 on what classification model or regression model is. 

	OPPO
	Firstly, we think it would be better to be more specific on the purpose of the classification and regression models. For classification model, it is obvious that’s for beam (pair) prediction. But for regression model, we think it could be for either L1-RSRP prediction and/or beam (pair) prediction. 

Secondly, we have another option for the regression model. That’s not all L1-RSRPs of Set A are used as labels and outputted. We could use only the Top-K for L1-RSRP prediction. Hence, we add Option 2 for consideration. 
If our understanding on the models is correct, please consider our modification suggested as below. Thanks. 
· For AI/ML in beam management, further study performance with classification model and regression model with the following assumption. 
· For classification model (beam (pair) prediction), 
· the label can be the Top-1 beam (pair)
· the model outputs can be the likeliness of each beam (pair) in Set A being the Top-1 beam (pair)
· other assumptions are not precluded and can be reported by companies. 
· For regression model (L1-RSRP prediction and/or beam (pair) prediction), 
· Option 1
· the ground truth can be the L1-RSRPs of the beams(pairs) in Set A
· the model outputs can be predicted L1-RSRP of each beam (pair) in Set A
· Option 2
· the ground truth can be the Top-K L1-RSRPs of the beams(pairs) in Set A
· the model outputs can be Top-K predicted L1-RSRPs of the Top-K beams (pairs) in Set A
· other assumptions are not precluded and can be reported by companies. 
· Companies report the model type when providing the results. 


	HW/HiSi
	For classification model, maybe write “likelihood” instead of “likeliness”?
Regarding the comment from vivo, we think that there could be a point for discussing this issue, because at least for the network model the data collection labeling would be quite different.

	Xiaomi
	The type of collected data can be discussed based on the model output directly, no need to define the model type.

	NTT DOCOMO
	Fine with the proposal. However, we think it is not an important issue that we need to discuss. Companies could be free to report the output type in the simulation results without this agreement.

	CATT
	For classification model, the label can be the Top-K beam (pair)s. Suggest the following update:
· For classification model, 
· the label can be the Top-1K beam (pair)s
· the model outputs can be the likeliness of each beam (pair) in Set A being the Top-1 beam (pair)
· other assumptions are not precluded and can be reported by companies. 


	Samsung
	We share a similar view with CATT. We suggest to revise the proposal with more generic term as follows:
Proposal 3.7a
· For AI/ML in beam management, further study performance with classification model and regression model with the following assumption. 
· For classification model, 
· the label(s) can be the Top-1 beam (pair) or the Top-K beams (pairs)
· the model outputs can be the likeliness of each beam (pair) in Set A being the Top-1 beam (pair)
· other assumptions are not precluded and can be reported by companies. 
· For regression model, 
· the ground truth can be the L1-RSRPs of the beams(pairs) in Set A 
· the model outputs can be predicted L1-RSRP of each beam (pair) in Set A
· other assumptions are not precluded and can be reported by companies. 
Companies report the model type when providing the results. 

	Ericsson
	We support the proposal. 

Note that it would be beneficial to further clarify when a regression/classifier model is used for the different KPIs. In our view, only a regressor can be used to predict the L1-RSRP for a certain beam (not a classifier). 

Our view in respect to current agreement in red,
Agreement
· For AI/ML regression models, which provide L1-RSRP as the model output, to evaluate the accuracy of predicted L1-RSRP, companies optionally report average (absolute value)/CDF of the predicted L1-RSRP difference, where the predicted L1-RSRP difference is defined as:
· The difference between the predicted L1-RSRP of Top-1[/K] predicted beam and the ideal L1-RSRP of the same beam.


	CMCC
	Fine with the intention of this proposal, we think two kinds of output in this proposal is already included in agreement in 9.2.3.2.
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output

	ZTE
	The training of the AI/ML model can be based on pre-processing or post-processing of the collected data. Therefore, we agree with vivo that the model details are up to implementation, while the spec impact of data collection such as the collected data type can be separately discussed.

	InterDigital
	We are fine with the proposal. 

	Futurewei
	We share the same view as vivo that this can be considered as implementation.

	Intel
	Companies can report which assumption and model they use. We may not need an agreement for this. 

	Nokia/NSB
	Ok 

	Apple
	Share similar views on vivo, Intel, etc.

	LG Electronics
	We agree with vivo that it is implantation-specific issue.

	Qualcomm
	Not sure how agreeing on this would help align across companies or advance the study. What we had previously agreed on was potential outputs of AI/ML models including best beam IDs and/or predicted L1-RSRPs. With this being said, it is not clear how categorizing the AI/ML models into classification/regression models would actually help. In our view, companies can use any type of AI/ML models they desire which could generate these outputs. Why would the type of AI/ML model being used (classification, regression, etc.) matter at all?

	MediaTek
	We are OK with this proposal.

	Lenovo
	In general, we are fine with companies reporting what kind of model they use. However, if the motivation and impact of this is specification impact, then it should be discussed in 9.2.3.2. 




(FL2) Proposal 3.7b
· For AI/ML in beam management at least for training at NW side, further study performance with type of label, at least considering the following
· Option 1a: Top-1 beam(pair)
· Option 1b: Top-K beam (pair)s
· Option 2a: L1-RSRPs of the beams(pairs) in Set A
· Option 2b: Top-K L1-RSRPs of the beams(pairs) in Set A
· Other options are not precluded and can be reported by companies. 
	Support the proposal 
	Samsung

	Object/concern to the proposal
	



	Company
	Comments

	FL
	The label will impact on the spec impact of data collection. At least, I think we shall study the performance difference of the above.  
For the comments from CMCC, for classification model, the output of AI/ML model is the likehood, which is not listed in the agreement. Maybe an updated proposal is needed in 9.2.3.2 

	HW/HiSi
	Ok

	Samsung
	We think this proposal is different from the agreement about AI/ML output in 9.2.3.2.
For data collection, collected labels and L1-RSRPs can be used for training of both regression and classification models. For example, although an AI/ML output is the beam ID, the collected L1-RSRP of Top-K beams can be utilized to some loss functions of multi-label classification to determine their weights.

	Lenovo
	OK with the proposal. 



Evaluation 
1.14 Evaluation results for BM-Case 1 
1.14.1 General observations when Set B is subset of Set A

	Company
	Observation

	Futurewei [1]
	Observation 1: For BM-Case-1 in DL Tx beam prediction, when using Set B selection Option 1  (i.e., fixed Set B beam pattern) in both training and testing phases, AI/ML-based beam predictions outperform the sparse beam sweeping baselines (in which beam sweeping is performed for beams in Set B) in both Top-1 and Top-K/1 accuracy, and in average L1-RSRP difference of Top-1 predicted beam.   
Observation 2: For BM-Case-1 in DL Tx beam prediction, when using Set B selection Option 2B  (i.e., variable Set B and Set B is randomly changed among pre-configured patterns) in both training and testing phases, AI/ML-based beam predictions outperform the sparse beam sweeping baselines (in which beam sweeping is performed for beams in Set B) in both Top-1 and Top-K/1 accuracy, and in average L1-RSRP difference of Top-1 predicted beam.   
Observation 3: For BM-Case-1 in DL Tx beam prediction, considering Set B is a subset of Set A, when using Option 1 of Set B selection (Fixed Set B) with  Set B length in [3 – 8] and Set A length = 32 (RS overhead is between 3/ 32 – 8 / 32), AI/ML based approach has an average gain of 6.49 dB in Average L1-RSRP difference of the Top-1 predicted beam and an average gain of 44.77% (absolute %) in Top-1 prediction accuracy over the baseline (i.e., based on sparse beam sweeping of Set B). 
Observation 4: For BM-Case-1 in DL Tx beam prediction, considering Set B is a subset of Set A, when using Option 2 of Set B selection (Variable Set B) and Set B is randomly changed among 5 pre-configured patterns (Opt C), with  Set B length in [3 - 8] and Set A length = 32 (RS overhead is between 3/ 32 - 8 / 32), AI/ML based approach has an average gain of 5.08 dB in Average L1-RSRP difference of the Top-1 predicted beam and an average gain of 37.7% (absolute %) in Top-1 prediction accuracy over the baseline (i.e., based on sparse beam sweeping of Set B). 


	Huawei/HiSi [2]
	Observation 7: For spatial domain beam prediction, AI/ML-based schemes under the 64-DFT codebook outperform the legacy approach in most of the cases in terms of beam selection accuracy, e.g.,
· AI/ML-based Top-5 prediction reaches almost the upper performance bound with a prediction accuracy of 94.95% but with an overhead reduction of 67.17%. On the other hand, for the same overhead reduction, the established legacy Baseline approach can only achieve a prediction accuracy of 55.3%
· With AI/ML-based Top-3 prediction, the overhead compared to the legacy Baseline approach can be further reduced by another 8%, while the prediction still is much higher (89.2% as opposed to 55.3%)
Observation 8: For spatial domain beam prediction, AI/ML-based schemes under the 64-DFT codebook outperform the legacy approach in most of the cases in terms in terms of average L1-RSRP difference, e.g.,
· For AI/ML-based Top-5 prediction, the L1-RSRP difference compared to genie-aided beam prediction in Exhaustive 64 is as low as 0.03 dB, with an overhead reduction of 67.17%. On the other hand, for the same overhead reduction, the established legacy Baseline approach can only achieve an average L1-RSRP difference of 1.02dB
· With AI/ML-based Top-3 prediction, the overhead compared to the legacy Baseline approach can be further reduced by another 8%, while the average L1-RSRP difference is still is much smaller (0.08dB as opposed to 1.02dB)
Observation 9: For spatial domain beam prediction, better prediction accuracy is achieved when Set B is a subset of Set A compared to the case where Set B is a wide beam set, especially when K=1; with the increase of K, the gap between two options becomes narrower.

[bookmark: _Ref111192698]Observation 14: The spatial domain beam prediction based on the Set A with 256 beams provides a considerable gain over the legacy upper bound Exhaustive 64 in achievable L1-RSRP using even less overhead associated with an Exhaustive 64 sweep.

	OPPO[5]
	Beam Pair: 
Observation 1: Spatial domain beam pair prediction can yield beam prediction accuracy (at least 80%) while overhead/latency reduction rate is 75%. 
Observation 2: The system level metric, i.e. spectrum efficiency or throughput, is not sensitive to the L1-RSRP difference introduced by spatial domain beam pair prediction.
Observation 10 For 80% of the incorrect spatial domain beam pair prediction cases, the L1-RSRP difference can be kept within 2dB.  
Observation 11: When beam pair prediction accuracy is high (at least 80%) and L1-RSRP difference is small (within 1 dB), the system-level performance, i.e. spectrum efficiency or throughput, may only provide non-essential insight, therefore focusing on L1-RSRP difference and beam prediction accuracy would be enough.


	Nokia[7]
		When using 32 beams Set B RSRP to predict the best beam in 64 beams Set A, the prediction accuracy is 99% and the prediction RSRP error mean is 0.2 dB, which is negligible. However, when using 16/8/4 beam Set B RSRP to predict 64 beams Set A, the prediction accuracy drops, and the prediction RSRP error mean increases.
The 32 beams baseline has a similar throughput to the 64 beams baseline, and the 16/8 beams baseline has worse throughput than the 64/32 beams baseline. This indicates that given the current agreed antenna configuration setup, using a large number of beams in Set A (i.e. 64 beams) is not useful as it may not provide any additional system throughput gain but introduce latency. Also, using many beams in Set A may cause misinterpretation of the beam prediction performance as they are too correlated (too close to each other). For example, if Set A has 128 beams and Set B has 32 beams, now |Set B|/|Set A| =1/4 but the prediction accuracy can still be close to 100%. 

	From Table 2.2 1, ML-based 16 beams have high prediction accuracy (>95%) and the prediction RSRP error mean is lower than 1 dB, and its good prediction performance is also reflected in the throughput that it has similar system throughput compared to the ideal baseline. On the other hand, from ML-based 8/4 beams, the prediction accuracy drops by a significant margin, and the ML-based 8 beams start losing nonnegligible cell-edge UE throughput compared to the ideal case. Therefore, if the beam prediction model input ONLY uses a “sparse” Set B or a poor Set B pattern design for the UE, may cause throughput loss, especially for the cell-edge UE. By this point, we understand that in certain cases, Set B RSRP may not be sufficient for beam prediction input, and additional assistant info may be needed to improve the prediction performance.

Observation 1:	 For BM-Case1, a large number of beams in Set B (e.g., 32) may not improve the prediction accuracy and the system throughput. Therefore, ML-based beam selection should consider a Set B with a maximum of 16 beams when Set A has 64 beams, hence Set B should have a max of ¼ of Set A beams. 
Observation 2:	 The design of Set A/B together with the ML model design should provide comparable or better sector throughput and cell-edge UE throughput compared to the non-ML baseline.
Observation 3:	For BM-Case1, Set B RSRP may not be sufficient for beam prediction input in certain cases.

Observation 17:	 The Top-1 beam pair prediction performances are sensible to the number of beam pairs in Set B.A second stage for measuring the Top-K predicted beam pairs can be used to significantly improve the model performance when the number of beam pairs in SetB is reduced.

	CATT[8]
	Observation 1：In Tx-Rx beam pair prediction with fixed Set B pattern, the prediction accuracy of top-3/1 can be greater than 99%.


	Ericsson [11]
	Observation 2	In outdoor scenarios, AI/ML can reduce beam spatial-domain beam prediction overhead substantially while maintaining good accuracy for 4x8 (32 beams in Set A). 
Observation 3	With the adopted beam pattern, the conventional scheme significantly outperforms the baseline schemes and have similar performance as AI/ML schemes.  
Observation 4	With 256 beams in Set A, AI/ML can substantially reduce both RS overhead and total overhead compared to a conventional scheme while maintaining KPI performance.

	Xiaomi[13]
	Observation 1: AI based beam prediction in spatial domain can provide good performance. And the performance can be further improved by random set B with corresponding beam pair ID as input or by fixed set B. 
Observation 2: the average L1-RSRP difference between the ideal L1-RSRP of Top-1 predicted beam and the predicted L1-RSRP of the Top 1 predicted beam of AI based beam prediction in spatial domain with fixed set B is less than 0.5 dB. 



	Google[14]
	Observation 1: CIR based spatial domain beam prediction outperforms the L1-RSRP based beam prediction.
Observation 2: UE orientation could not help to increase the accuracy for L1-RSRP based beam prediction.


	Samsung[16]
	[bookmark: _Ref111198811]Observation # 20: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a given subset of beams to select a best beam among a full set of beams.
[bookmark: _Ref111198816]Observation # 21: With the help of AI, SSB/RS overhead for measurements, UE measurement efforts, reporting overheads can be reduced to achieve a target performance for beam selection. 

	CAICT [17]
	Observation 1: AI-based solution could achieve good performance for BM-Case 1 beam pair prediction with same training and validation set configurations.

	CMCC[18]
	Beam Pair
Observation 2: Compared with baseline option 1, BM-Case 1 with Tx-Rx beam pair prediction has minor loss of prediction accuracy for Top-3 beam pair but has large beam sweeping overhead reduction.
DL Tx beam
Observation 3: Compared with baseline option 1, BM-Case 1 with DL Tx beam prediction with Rx beam assumption Option 1 has minor loss of prediction accuracy for Top-2 and Top-3 beam prediction but has large beam sweeping overhead reduction.

	CEWiT[19]
	Observation 1: For a sufficiently large Set-B size, the AI/ML model can perform as good as the baseline scheme with reduced overhead.
Observation 2: The performance of AI/ML degrades as the number of indoor users increases.

	MTK[20]
	Observation 3: Both AI/ML models can reach less than 10% throughput difference when comparing with Option1 baseline, when the number of beams in Set B is larger than 8.
Observation 4: Transformer AI/ML model can achieve 100% throughput ratio with 50% RS overhead reduction.
Observation 5: Incorrect beam prediction impacts the throughput more intensively for cell edge users than for all the users.
Observation 6: Transformer AI/ML model may achieve >100% throughput ratio for cell-edge users with 50% RS overhead reduction.
Observation 7: Transformer always outperforms DNN in both datasets under various sizes of Set B. However, Transformer is more complex than DNN in terms of FLOPs. 
Observation 8: With a greater number of beams in Set B, both models achieve higher Top-K/1 accuracy. However, greater number of beams in Set B requires more beam RSRP measurements. 

	Nvidia [21]
	Observation 2: AI/ML-based algorithms for beam prediction in spatial domain can achieve performance comparable to that of exhaustive beam search, while the reference signal overhead, measurement effort, reporting overhead, and latency can be much reduced.

	Lenovo[23]
	Observation 4: Actual L1-RSRP of top-1 predicted beam pair from AI-based spatial beam prediction is very close to actual L1-RSRP of ideal beam pair with average/5%ile/95%ile difference of 0.47dB/0dB/2.05dB.
Observation 5: Predicted L1-RSRP of top-1 predicted beam pair from AI-based BM is very close to actual L1-RSRP of the top-1 predicted beam pair with average/5%ile/95%ile difference of 0.92dB/0.07dB/2.59dB.
Observation 6: AI-based BM is better than that of non-AI based BM and very close to that of the baseline
Observation 8: AI-based BM can achieve 75% RS overhead reduction while system performance loss is marginal, i.e., 0.9%UPT loss. 


	Qualcomm [24]
	Observation 5: For BM-Case1 and the sub use case of “Set B is a subset of Set A”, and for a fixed Set B pattern option, the beam prediction performance largely depends on how Set B is selected.
· For instance, if set A includes beams in both azimuth and elevation, selecting Set B beams only in azimuth dimension may adversely impact prediction performance.




(FL0)Observation 4.1.1-1a (General, Tx)
· For BM-Case1, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects.
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams for DL Tx beam prediction, 
· majority evaluation results indicate that, AI/ML can achieve [about 75%~90%] beam prediction accuracy of Top-1 DL Tx beam, some results showed [~50%] beam prediction accuracy and some other results can achieve [more than 90%] beam prediction accuracy of Top-1 DL Tx beam. In the meanwhile, select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams (non-AI scheme) can only achieve about 25% beam prediction accuracy of Top-1 DL Tx beam. 
· majority evaluation results indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy for Top-1 DL Tx beam prediction with 1dB margin or Top-K(K=2) DL Tx beam. The beam prediction accuracy increases with K.  
· majority evaluation results indicate that, the average L1-RSRP difference Top-1 predicted beam can be below or about 1dB. 
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams for DL Tx beam prediction,
· some evaluation results indicate that, AI/ML can achieve [about 50%] beam prediction accuracy of Top-1 DL Tx beam, some results show [~35%] beam prediction accuracy and some results show [more than 70%] beam prediction accuracy of Top-1 DL Tx beam. In the meanwhile, select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams (non-AI scheme) can only achieve about 1.25% beam prediction accuracy of Top-1 DL Tx beam.  
· some evaluation results indicate, beam prediction accuracy with 1dB margin for Top-1 beam or for beam prediction accuracy for Top-K beam can have [about 20%] improvement than the beam prediction accuracy of Top-1 DL Tx beam. 

	Support the proposal 
	Google, Samsung

	Object/concern to the proposal (Main or A, B)
	




	Company
	Comments

	FL
	(A)Majority companies used 1/4 of Set A, some companies provided results of 1/8 Set A (B). For 1/8 Set A, only very few companies provided Ave L1-RSRP diff. In my understanding, since the prediction accuracy is not that high, the difference varied a lot, depending on the absolute value of L1-RSRP.

	vivo
	OK

	Xiaomi
	It is better to provide observation for different Rx beam assumption separately. 

	CATT
	For DL Tx beam prediction, the beam prediction accuracy is highly related to the Rx beam assumption. Whether some results showed [~50%] beam prediction accuracy refers to the evaluation with Rx beam option3? If yes, this can be clearly illustrated in the proposal.

	CMCC
	The Rx beam assumption of DL Tx beam prediction is not mentioned in the observation. Is this observation based on the average performance of three DL Tx beam prediction?

	Futurewei
	We are ok with the observations (based on collected results so far). We suggest adding general assumptions associated with the observations, including the Rx beam assumption to be clear.

	Intel
	We are ok with the direction of this proposal. It would be good to make separate sub-bullets for AI/ML and baseline for easier reading. Additionally, for the yellow highlighted parts where some companies show results that are in the outlier range i.e., ~50% accuracy for ¼ size Set B, it needs to be clarified what leads to this i.e., what are different about evaluation assumptions. Additionally, we may need to clarify Rx beam selection assumptions for these observations. 

	Nokia/NSB
	Support

	Apple
	Point 1: it is very good the FL has the qualifier “without considering generalization aspects”, which accurately reflects the situation. In general we support it. 
Point 2:
Maybe FL can clarify whether the intention is to keep the text highlighted in yellow in brackets or for further confirmation. If yes, we support that.

	LG Electronics
	Ok

	Qualcomm
	For the non-AI/ML methods, what is the basis for “~25% and ~1.25%” beam prediction accuracy for Set B ¼ and 1/8 of Set A beams, respectively?

	MediaTek
	OK with the observation. Just one part we think is a typo:
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams for DL Tx beam prediction,
· some evaluation results indicate that, AI/ML can achieve [about 50%] beam prediction accuracy of Top-1 DL Tx beam, some results show [~35%] beam prediction accuracy and some results show [more than 70%] beam prediction accuracy of Top-1 DL Tx beam. In the meanwhile, select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams (non-AI scheme) can only achieve about 1.25% 12.5% beam prediction accuracy of Top-1 DL Tx beam.  


	
	



(FL1) Observation 4.1.1-1b(General, Tx)
· For BM-Case1, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects with the measurements from the best Rx without UE rotation.
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams for DL Tx beam prediction, 
· majority evaluation results indicate that, AI/ML can achieve [about 75%~90%] beam prediction accuracy of Top-1 DL Tx beam, some results showed [~50%] beam prediction accuracy and some other results can achieve [more than 90%] beam prediction accuracy of Top-1 DL Tx beam 
· majority evaluation results indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy for Top-1 DL Tx beam prediction with 1dB margin or Top-K(K=2) DL Tx beam. The beam prediction accuracy increases with K.  
· majority evaluation results indicate that, the average L1-RSRP difference Top-1 predicted beam can be below or about 1dB. 
· for non-AI scheme, i.e., selecting the best beam within Set A of beams based on the measurements of RS resources from Set B of beams, can only achieve about 25% beam prediction accuracy of Top-1 DL Tx beam. 
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams for DL Tx beam prediction,
· some evaluation results indicate that, AI/ML can achieve [about 50%] beam prediction accuracy of Top-1 DL Tx beam, some results show [~35%] beam prediction accuracy and some results show [more than 70%] beam prediction accuracy of Top-1 DL Tx beam. 
· some evaluation results indicate, beam prediction accuracy with 1dB margin for Top-1 beam or for beam prediction accuracy for Top-K beam can have [about 20%] improvement than the beam prediction accuracy of Top-1 DL Tx beam. 
· for non-AI scheme, i.e., the best beam within Set A of beams based on the measurements of RS resources from Set B of beams, can only achieve about 12.5% beam prediction accuracy of Top-1 DL Tx beam.  
· Note that ideal measurements are assumed (i.e. beams could be measured regardless of their SNR and with no measurement error).

	Support the proposal 
	Google, Samsung, CATT, ZTE, Lenovo, CAICT, NTT DOCOMO

	Object/concern to the proposal (Main or A, B)
	QC(A, B)




	Company
	Comments

	FL
	· Clarify Rx beam assumption in main bullet and remove the low values from different Rx beam assumption. 
· Correct typo of accuracy of non-AI scheme. 
· Clarification, bracket is for further update the number in case companies have more results. 
· Ideal measurements as pair prediction

	OPPO
	We are in general supportive to the FL observation, which aligns with our evaluation results. 
As for the non-AI schemes (based on implementation), the 25% (for 1/4) and 12.5% (updated for 1/8) beam prediction accuracy in our guess comes from measurement reduction, depending on whether the genie-aided Top-1 is measured in Set B. This could be viewed as the worst approach for non-AI scheme. We are not sure whether it is fair comparison. If that’s the case, one may wonder whether we should note the performance of non-AI scheme in the observation. 

	Qualcomm
	Agree with OPPO that non-AI scheme is not a competitive one and the comparison may not be fair. Also, which simulation assumptions lead to 25% and 12.5% beam prediction accuracy for the baseline schemes? Is it the underlying assumption here that each of the beams in Set A have equal probability to be the best beam? In which case, the accuracy is computed based on {cardinality of Set B}/{cardinality of Set A}? Is this necessarily accurate?

	Ericsson
	Clarification on what is meant with ideal measurements are needed. Also share the view by Oppo on the non-AI scheme, we evaluated hierarchal beamforming that provided much better results than the baseline based on set B. At least we could start by adding the following, 

· Note that ideal measurements are assumed. (i.e. beams could be measured regardless of their SNR and with no measurement error)
· Note: Some companies show how hierarchal beamforming (non-AI scheme) provides improvement over the non-AI scheme where the best beam within Set B of beams is selected


	vivo
	Generally positive to have such observation. 
As we are discussing Rx beam assumption in the main bullet, we suggest to add the following note to clarify it.
· Note that ideal measurements are assumed (i.e. beams could be measured regardless of their SNR and with no measurement error).
· Note that companies may use different assumptions to define the best Rx beam, and to acquire the best Rx beam requires extra overhead.
FL: overhead will be discussed separately after we clarify the RS to obtain the best Rx, and different Rx beam assumptions.  

	Samsung 
	Support

	ZTE
	Fine with the observation. The specific or candidate value of K is missed in B.
FL: This is due to hard to find commonality. But we can try later maybe.

	Nokia/NSB
	The updated proposal, removing non-AI, looked fine 



[bookmark: _Hlk132752490](FL2) Observation 4.1.1-1b(General, Tx) (for GTW)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects with the measurements from the best Rx without UE rotation.
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams for DL Tx beam prediction, 
· majority evaluation results [from xx sources] indicate that, AI/ML can achieve [about 75%~90%] beam prediction accuracy of Top-1 DL Tx beam, and some other evaluation results [from xx sources] show [more than 90%] beam prediction accuracy of Top-1 DL Tx beam 
· majority evaluation results indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy for Top-1 DL Tx beam prediction with 1dB margin or Top-K(K=2) DL Tx beam. The beam prediction accuracy increases with K.  
· majority evaluation results [from xx sources] indicate that, the average L1-RSRP difference Top-1 predicted beam can be below or about 1dB. 
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams for DL Tx beam prediction,
· some evaluation results [from xx sources] indicate that, AI/ML can achieve [about 50%] beam prediction accuracy of Top-1 DL Tx beam, and some evaluation results [from xx sources] show [more than 70%] beam prediction accuracy of Top-1 DL Tx beam. 
· some evaluation results [from xx sources] indicate, beam prediction accuracy with 1dB margin for Top-1 beam or for beam prediction accuracy for Top-K beam can have [about 20%] improvement than the beam prediction accuracy of Top-1 DL Tx beam. 
· Note that ideal measurements are assumed (i.e. beams could be measured regardless of their SNR and with no measurement error).

	Support the proposal 
	

	Object/concern to the proposal (Main or A, B)
	




	Company
	Comments

	FL
	Adding [from xx(a number of ) sources] to align with proposals in other agendas
Some editor changes.

	
	



(FL2) Conclusion 4.1.1-1a (aspects for optional observations)
To evaluate the performance of BMCase-1, aiming to analysis the following aspects:
· Clarify the baseline performance in terms of beam prediction accuracy and/or average L1-RSRP. 
· Other agreed metrics:
· Measurement/RS overhead reduction
· UCI overhead (reduction)
· User throughput
· Performance difference  
· Different model size/complexity
· Level 0: <Mbyte, <M FLOPs
· Level 1: ~Mbyte, ~M FLOPs
· Level 2: ~10xMbyte, ~10x M FLOPs
· Level 3: ~100xMbyte, ~100x M FLOPs
· (optional) with UE rotation
· (optional) with quantization
· [Different Set B assumption] 
· Note, this potential observation is under discussing 
· [(optional) with measurement error]
· [(optional) with different label]
· [(optional) with different Rx assumption]
· [Different assumption to obtain best Rx beam (Proposal 3.3-3b, and/or Proposal 3.2-1b)]
· Other Rx beam option
· [(optional) with different time domain assumption]
· [(optional)Impact of different beam pair pattern for beam pair prediction, e.g., 
· Tx down sampling only
· Tx and Rx down sampling]
· Other settings:
· Other percentage of Set A and Set B if reported by companies
· When Set B is different from Set A
· Other aspects are not precluded
	Support the proposal 
	

	Object/concern to the proposal 
	




	Company
	Comments

	FL
	Some of them are still under discission, that’s the reason they are in bracket. 

	
	




(FL0)Observation 4.1.1-2a (General, pair)
· For BM-Case1, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects.
· (A)With measurements of fixed Set B of beam pairs that of 1/4 of Set A of beam pairs for DL Tx-Rx beam pair prediction, 
· different companies showed various beam prediction accuracy of Top-1 beam pair from more than 50% to more than 90%. 
· majority evaluation results showed the beam prediction accuracy of Top-1 beam pair prediction with 1dB margin or Top-K beam pair can achieve more than 80%. The beam prediction accuracy increases with K.  
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams for DL Tx-Rx beam pair prediction,
· majority evaluation results indicate that, AI/ML can achieve [about 60%~70%] beam prediction accuracy of Top-1 beam pair, one company’s results showed [~50%] beam prediction accuracy and one company’s results can achieve [more than 90%] beam prediction accuracy of Top-1 beam pair.  
· the beam prediction accuracy of Top-K beam pair prediction can achieve more than 80% with the increasing of K (K=2…4). 

	Support the proposal 
	

	Object/concern to the proposal (Main or A, B)
	




	Company
	Comments

	FL
	For 1 /4 overhead, for each range of 50%+, 60%+, ..90%, two or three companies report the results
1/8 overhead, majority results is between 60~80%  
I think this may for some companies got less than 60% result, less motivation for them to try 1/8.

	Google
	We think we need to clarify that the results are based on a codebook-based beamforming scheme in UE side.

	vivo
	OK

	HW/HiSi
	Should the simulation assumptions be added, like UE rotations and Rx beam blocking have not been modeled? Also should we add that ideal RSRP measurements have been assumed for training and inference?

	Xiaomi
	Ok 

	Fujitsu
	support

	CATT
	OK

	CMCC
	Ok.

	Futurewei
	We are ok and we suggest adding the general assumptions associated with the observation to be clear.

	Intel
	Similar to comment on previous proposal, we need to provide some assumptions for evalution otherwise the wide range of results is more or less inconclusive. We should also add some baseline assumptions to the AI/ML results similar to Tx beam prediction.

	Nokia/NSB
	Support

	Apple
	Point 1: it is very good the FL has the qualifier “without considering generalization aspects”, which accurately reflects the situation. In general we support it. 
Point 2:
Maybe FL can clarify whether the intention is to keep the text highlighted in yellow in brackets or for further confirmation. If yes, we support that.

	LG Electronics
	Ok

	Qualcomm
	Drawing observations on this front is trickier when compared to DL Tx beam prediction. In contrast to DL Tx beam prediction for which there is a clear definition of Set A/Set B which refer to “DL Tx beams” accompanied by Rx assumptions, there is no equivalent definition of Set A/ Set B for “beam pair prediction”. There could be a set A/Set B defined in terms of beam pairs (as opposed to DL Tx beams), but there is no such definition/discussion yet. All the discussion related to Rx assumptions are for DL Tx beam prediction, not beam pair prediction.

	
	



(FL1) Observation 4.1.1-2b (General, pair) =>Observation 4.1.1-2c(with updates)
· For BM-Case1, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects and without UE rotation.
· (A)With measurements of fixed Set B of beam pairs that of 1/4 of Set A of beam pairs for DL Tx-Rx beam pair prediction, 
· different companies showed various beam prediction accuracy of Top-1 beam pair from [more than 50% to more than 90%]. 
· majority evaluation results showed the beam prediction accuracy of Top-1 beam pair prediction with 1dB margin or Top-K beam pair can achieve [more than 80%]. The beam prediction accuracy increases with K.
· for non-AI scheme, i.e., the best beam within Set A of beam pairs based on the measurements of RS resources from Set B of beam pairs, can only achieve [about 25%] beam prediction accuracy of Top-1 DL Tx-Rx beam.  
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams for DL Tx-Rx beam pair prediction,
· majority evaluation results indicate that, AI/ML can achieve [about 60%~70%] beam prediction accuracy of Top-1 beam pair, one company’s results showed [~50%] beam prediction accuracy and one company’s results can achieve [more than 90%] beam prediction accuracy of Top-1 beam pair.  
· for non-AI scheme, i.e., the best beam within Set A of beams based on the measurement of RS resources from Set B of beams, can only achieve about [12.5%] beam prediction accuracy of Top-1 DL Tx-Rx beam.  
· the beam prediction accuracy of Top-K beam pair prediction can achieve [more than 80%] with the increasing of K (K=2…4). 
· Note the above results are based on a codebook-based beamforming scheme
· Note that ideal measurements are assumed (i.e. beams could be measured regardless of their SNR and with no measurement error).


	Support the proposal 
	Samsung, NTT DOCOMO

	Object/concern to the proposal (Main or A, B)
	QC(Main,A,B)




	Company
	Comments

	FL
	· Based line performance is added.
· UE rotation is added
· Ideal measurement, codebook-based beamforming is added. 
@Qc, I think Set A/B of beams contains beam pairs. How to selected Rx beam is reported by companies as Set B of beam pairs. If you find some common observations on Rx beam selection for beam pair prediction, we can discuss further. 

	OPPO
	Support the observation in general. 
For the ¼ case, Top-1 beam pair prediction accuracy is from more than 50% to more than 90%, whereas for the 1/8 case (expected to be worse than the ¼ case), AI/ML can achieve [about 60%~70%] beam prediction accuracy of Top-1 beam pair. It seems the lower bound of the 1/8 case is slightly better than that of the ¼ case. As a collective observation, we are not sure whether it would imply such inappropriate impression to the group, too.  

	QC
	We reiterate our concerns mentioned in 4.1.1-1b which is applicable to this case as well. Because this is a beam pair prediction problem, the selection of Set B beams at UE side is important and would impact the performance of beam pair prediction. There has been no discussion and agreement whatsoever on this particular aspect, and as mentioned by FL, this is arbitrarily reported by companies. It is hard to draw conclusions based on totally different set of assumptions regarding Rx beams. We are more aligned with 4.1.1-1b, because we do have an agreement on Rx beam selection and we can align and reach a unified conclusion, but unless we have a unified assumption regarding Rx beam selection for Set B for beam pair prediction, it is hard to draw observations.

	Ericsson
	The addition on UE rotation is confusing. In our evaluations, the initial UE orientation is random during the deployment. Rotating UEs would only be valid for the BM-Case-2 in our view due to the time-dimension. Propose to remove it. 
Also would like to clarify the note:
· Note that ideal measurements are assumed. (i.e. beams could be measured regardless of their SNR and with no measurement error)


	FL
	@ OPPO, as I explained, the performance difference may be because not all the companies provided results with 1/8. A company observed poor performance with ¼ are not willing to simulate 1/8 cases. I suggest to update the results later. I add the [] back to the number. 

	CATT
	Unclear on the intention of: Note the above results are based on a codebook-based beamforming scheme.
We do not see the relation between beam (pair) prediction and codebook.

	Fujitsu
	Generally fine to this proposal. But for the first Note, it seems there is no definition on codebook beamforming. Since the beam weights can be reported by companies, it’s not necessary for this Note.

	vivo
	We support to have observation for beam pair prediction. These are just a factual statement of companies’ reporting of simulation results.
For the detailed results to be captured, our suggestion is to add the results for 1/16 of set A beam pairs. We think it is a more beneficial case than 1/4 of beam pairs. The total beam pairs in set A is 256, so 1/4 of them include 64 beam pairs, which still looks large. Based on our statistics below, a good number of companies provide results for 1/16 of set A beam pairs.
1/4, Lenovo, Ericsson, Nokia, Fujitsu, ZTE, OPPO, Xiaomi, CATT
1/8, Intel, Ericsson, Nokia, ZTE, CMCC, Futurewei
1/16, Intel, Nokia, CT, vivo, CAICT, CMCC, Futurewei, Huawei
1/32, Intel, SS, Futurewei

	
	

	HW/HiSi
	Based on the evaulation results from companies, we would suggest to add another bullet point for the case the size of Set B is 1/16 of the size of Set A as:  
· (C) With measurements of fixed Set B of beams that of 1/16 of Set A of beams for DL Tx-Rx beam pair prediction,
· Majority evaluation results indicate that, AI/ML can achieve [about 60%~70%] beam prediction accuracy of Top-1 beam pair
· the beam prediction accuracy of Top-K beam pair prediction can achieve more than 80% with the increasing of K (K=2…4). 

	Samsung
	Support

	ZTE
	Support in general. Since the range of beam prediction accuracy of Top-1 beam pair is too wide (i.e., from [more than 50% to more than 90%]), we suggest to further discuss the Rx beam selection for beam pair prediction. According to our simulation, any sampling at the Rx beam space causes severe performance loss due to the lack of spatial channel characteristics after Rx beam sampling.

	Lenovo
	We support it. 

	CAICT
	We are general fine with the current version for further update and fine to add 1/16 as part of observation.

	Nokia/NSB
	It would be good to remove one company mentioning of the observation. If the observation is not shared among companies, we can wait for further evaluations for this case. 



[bookmark: _Hlk132752507](FL2) Observation 4.1.1-2d(General, pair)(for GTW)
· For BM-Case1 DL Tx-Rx beam pair prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects and without UE rotation.
· (A)With measurements of fixed Set B of beam pairs that of 1/4 of Set A of beam pairs 
· evaluation results [from xxx sources] indicate that AI/ML can achieve [more than 50% to more than 90%] beam prediction accuracy of Top-1 beam pair. 
· evaluation results [from xxx sources] show that [more than 80%] the beam prediction accuracy of Top-1 beam pair prediction with 1dB margin or Top-K beam pair can be achieved with AI/ML.  The beam prediction accuracy increases with K.
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams 
· evaluation results [from xxx sources] indicate that, AI/ML can achieve [about 60%~70%] beam prediction accuracy of Top-1 beam pair, results [from 1 source] show [~50%] beam prediction accuracy and results [from 1 source] show [more than 90%] beam prediction accuracy of Top-1 beam pair.  
· evaluation results [from xxx sources] indicate that the beam prediction accuracy of Top-K beam pair prediction can achieve [more than 80%] with the increasing of K (K=2…4). 
· (C) With measurements of fixed Set B of beams that of 1/16 of Set A of beams 
· evaluation results [from xxx sources] indicate that, AI/ML can achieve [about 40%~80%] beam prediction accuracy of Top-1 beam pair
· evaluation results [from xxx sources] indicate that the beam prediction accuracy of Top-K beam pair prediction can achieve [more than 80%] with the increasing of K (K=2…4).
· Note the above results are based on a codebook-based beamforming scheme
· Note that ideal measurements are assumed (i.e. beams could be measured regardless of their SNR and with no measurement error).


	Support the proposal 
	

	Object/concern to the proposal (Main or A, B)
	




	Company
	Comments

	FL
	Adding 1/16 with double check on the performance. 
 




(FL0)Observation 4.1.1-3a (UE distribution)
· For BM-Case1, AI/ML may have different performance in different scenarios. For example, based on the evaluation results [from two companies], AI/ML can achieve better beam prediction performance with 100% outdoor UE distribution than with UE distribution: 80% indoor and 20% outdoor. 

	Support the proposal 
	

	Object/concern to the proposal
	




	Company
	Comments

	FL
	Ericsson and Intel provided the results.
This applies for both Tx beam and Tx/Rx beam pair prediction. 

	Intel
	OK with the proposal, but we may need to wait for more results.

	Nokia/NSB
	Wait for more results. 

	Apple
	Agree with Intel and Nokia.

	FL
	


(FL2) Conclusion 4.1a (UE distribution)
· Companies are encouraged to evaluate and compare the performance with different UE distribution assumptions: 
· Option 1: 80% indoor, 20% outdoor as in TR 38.901
· Option 2: 100% outdoor
	Support the conclusion 
	OK

	Object/concern to the conclusion
	



	Company
	Comments

	FL
	Just a reminder. 

	OPPO
	Fine

	Ericsson
	OK

	CATT
	OK

	Fujitsu
	support

	Samsung
	Support

	ZTE
	Support

	Lenovo
	Support

	CAICT
	Support.

	Nokia
	Ok 



1.14.2 General observations when Set B is different from Set A

	Company
	Observation

	Nokia[7]
	1.	For Set A with 64 beams, the designed wide beam codebooks #2/#3/#4 have marginal performance gain compared to the baseline wide beam codebook#1. This is mainly because of the large/oversampled beam number 64 in Set A for the current antenna configurations - with a 1 dB error margin, the wrong refined beam prediction may highly possibly has less than 1 dB RSRP difference compared to the actual best beam since the refined beams now are too close to each other.
2.	For Set A with 32 beams, the designed wide beam codebooks #2/#3/#4 perform significantly better than the baseline wide beam. The idea behind the wide beam codebook #2/#3/#4 can be found in our other BM paper [4]. And as expected, randomly combining the refined beam to form the wide beam can provide the richest correlation between the refined beam and the wide beam codebook.
3.	From Table 2.2 3, one can see that the refined beam prediction with WB#1 has significantly worse throughputs than the baseline. On the other hand, the suggested WB#2, #3, #4 have comparable throughput to the baseline. One should notice that the assumption for WB#2, #3, #4 is using the wide beam codebook for SSB and using the SSB measurements to predict the refined beams, while the hierarchical search will additionally require UE-specific CSI-RS for P2 beam management. Also, as we point out in [4], WB#3 may not be good for SSB as it will degrade the cell coverage, and the throughput results also tell that the wide beam codebook with the best beam prediction results may not be beneficial for throughput. For Set B is different to Set A with Set B is wide beam, the KPI for the wide beam codebook design should be both prediction accuracy and throughput performance.

	Ericsson [11]
	Observation 6	For the setting of 4x8 array with 8 SSB beams as Set B and 32 CSI-RS beams as Set A, the difference between the predicted L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the same beam is below 2 dB for the 91th percentile for 100% outdoor, and 68th percentile when having 80%/20% in/outdoor UEs.

	Samsung [16]
	Observation # 35 : For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a set of wide beams and a subset of narrow beams to select a best beam among a full set of narrow beams.
Observation # 36: For spatial domain prediction, AI can predict the best narrow beam based on the measurements of wide beams only with decent performance. 
Observation # 37: For spatial domain prediction, AI can help gNB to predict the best narrow beam set that including the best narrow beam for UE to measure with high probability. 



1.14.3 Performance with different Set B 
RAN 1 #110bis and RAN 1#112 agreed the following options of the selection of Set B of beams(pairs). 
	Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded.

Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)




The following Observations were about the section of Set B:

	Company
	Observation

	Futurewei [1]
	Observation 7: In AI/ML model generalization across different scenarios, i.e., between UMa and UMi in our study, for BM-Case1, when comparing Set B selection Option 1 and Set B selection Option 2B using Top-1, Top-K/1 prediction accuracy and Average L1-RSRP difference of the predicted Top-1 beam, Set B selection Option 1 achieved slightly better performance when using the same training dataset size.


	Huawei/HiSi [2]
	Observation 3: If multiple pre-configured Set Bs are used for training, it is more realistic for the gNB to select a limited number.
Proposal 6: For BM-Case-1 and Case-2, for the selection of Set B, consider Set B is fixed across training and inference as a starting point.
· If multiple pre-configured patterns are evaluated, their maximum number should be limited, e.g. to 5.

Observation 11: For spatial domain beam prediction, variable Set B patterns selected from a set of 5 pre-configured patterns can achieve close performance to the fixed pattern approach but with better generalization capabilities with respect to different patterns.

[Limited number of report(Opt 2D)]
Observation 13: For spatial domain beam prediction, limiting the number of reported RSRPs in Set B for inference can save overhead while the performance may not be largely affected if the number of reported RSRPs is appropriately and adaptively determined.
Proposal 13: Mechanisms to enable reporting a limited number of RSRPs while not (significantly) degrading the prediction performance can be studied, e.g.
· The gNB configures a RSRP threshold related to the strongest beam and only beams that satisfy the requirement are reported.


	ZTE[3]
	For Tx-Rx beam pair prediction and DL Tx beam prediction, similar beam prediction performance is achieved with different uniform Set B patterns in the same sampling rate.
For DL Tx beam prediction, a sufficient high performance is achieved with Set B patterns 4/5/6 in a sampling rate of 12.5%, where the beam prediction accuracy for Top-5 beams is above 97%. 
For DL Tx beam prediction, marginal performance loss is observed when the AI model inputs are Top 8 beams or Top 4 beams of all 16 beam measurements.
For Tx-Rx beam pair prediction, significant performance loss is observed when the AI model inputs are Top 8 beams or Top 4 beams of all 128 beam pair measurements. 
To reduce the overhead of UE feeding back beam measurements for DL Tx beam prediction in BM-Case 1, it is better to only report partial beams from a set of beams for measurement for a NW-side model. 


	Vivo[4]
	Observation 5: Fixed pattern selection scheme with different fixed patterns brings tremendous performance difference.
Observation 6: Better performance gain can be obtained for one fixed pattern selected by well-designed rule or enumerated with predefined searching criterion.
Observation 7: The performance with different training and validation fixed patterns is quite poor and not acceptable, i.e., fixed set B selection scheme suffers serious generalization issue.
Proposal 6: Unless an excellent generalization performance can be proved in option 1, i.e. a fixed pattern in Set B for training and same fixed pattern in Set B for validation, fixed set B selection scheme should be deprioritized. 
Random pattern selection scheme, which allows multiple random patterns in training, can improve generalization performance as well as beam management related performance if compared to mismatched pattern with always using one pattern in training.
Set B with random beam patterns still suffers tremendous performance deterioration due to huge number of combinations of selecting a target number of beams from total beam pairs. 
Although certain performance loss can be observed from Set B with pre-configured patterns in comparison with fixed pattern scheme, it has a significant increase compared to random pattern scheme.
Beam prediction performance deteriorates along with the increase of the number of pre-configured patterns. 
Proposal 7: Support pre-configured patterns of Set B with a limitation to the number of best X predefined beam patterns, i.e. option 2B.
Observation 18: Opt. D delivers noteworthy performance gains along with the increasing of the number of beams included in Set C.
Observation 19: Set C with 24 beams provides similar beam predicted performance to that of Set C with 22 beams.
For Option D, further study the number of beams included in Set C.
Observation 20:	Although Opt. C can improve generalization performance, it still suffers tremendous performance deterioration compared to Opt. B and Opt. D.
Observation 21:	Opt. D provides best performance but it costs extra beam resources for measurement.
Proposal 15:	Deprioritize totally random set B scheme, i.e. Opt. C, and support to further study Opt. B and Opt. D.

	OPPO[5]
	Observation 1: Fixed Set B across training and inference phases has the potential to provide more stable and accurate performance for beam prediction when compared with variable Set B.
Observation 2: For fixed Set B, the Tx beam ID and/or Rx beam ID seems not necessary as model input. 
Observation 3: For fixed Set B, the L1-RSRPs of Tx and/or Rx beams in Set B as AI/ML model input are element-wise sensitive.

	Nokia[7]
	DL Tx beam
Observation 5:	 Model performances for random SetB (OptC) Tx beam prediction is sensitive to the size of the dataset used for training.
Observation 6:	Model performances for OptC are more sensitive to the number of reported beams.
Observation 7:	 Reporting 4-best beams may not be sufficient for training and inference at NW side the model for DL Tx beam prediction with Fixed/Pre-configured SetBs. OptC requires reporting of at least 8 beams.
Observation 8:	In BM-Case1 DL TX beam prediction, training model with fixed beam number in random Set B outperforms the training model with varied beam number in random Set B.
Observation 9:	In BM-Case1 DL TX beam prediction, compared to training model with fixed Set B, training model with random Set B can provide similar performance when |Set B|/|Set A| is large (i.e., 32/64) but the performance will become inferior when |Set B|/|Set A| is small.
Observation 10:	In BM-Case1 DL TX beam prediction, the top-K beam search is needed for the model trained with random Set B.
Beam Pair
Observation 18:	In BM-Case1 DL Tx- Rx beam pair prediction, training model with fixed beam number in random Set B outperforms the training model with varied beam number in random Set B.
Observation 19: In BM-Case1 DL Tx-Rx beam pair prediction, the use of random SetB provides a nonnegligible performance drop compared to the use of fixed SetB. Top-K beam search may not be sufficient to achieve sufficient intermediate performance KPIs.

	CATT[8]
	Beam Pair
Observation 2：In Tx-Rx beam pair prediction with variable Set B pattern of Opt C, the prediction accuracy of top-3/1 can be greater than 85%.
Observation 3：In Tx-Rx beam pair prediction with variable Set B pattern of Opt C, the prediction accuracy has decreased compared to fixed Set B pattern.
Observation 4：For models taking RSRP as output, the prediction L1-RSRP difference can reflect the accuracy of Top-N beam prediction.
Observation 5: For Beam pair prediction with variable Set B pattern of Opt B, the Top-3 accuracy can be greater than 95%.
Observation 6: For BM-Case1, variable pattern of Opt B, i.e., Set B is randomly changed among pre-configured patterns has better performance than Opt C.
DL beam
Observation 8：For DL Tx beam prediction, the prediction accuracy is greatly degraded when training and inference using different pre-configured patterns.

	Ericsson [11]
	Observation 7	For variable number of beams in Set B, Option 2D, the reporting overhead can be substantially reduced with little performance degradation in comparison with reporting all measured beams in set B. 
Observation 8	For variable number of beams in Set B, Option 2D, UE reporting the measured beams within a threshold of the strongest performs better than a fixed number of reported strongest beams.

	Xiaomi[13]
	Observation 3: different fixed set B with continuous beam pair ID can provide almost same performance, but different set B in pre-configured set even with beam pair ID as input results in some performance loss because of low generalization capability among different fixed set B. 
Observation 4: different fixed set B with non-continuous beam pair ID can provide almost same performance, and different set B in pre-configured set of set B with beam pair ID or pattern ID as input can archive almost same performance as same fixed set B. 
Observation 5: Fixed set B with non-continuous bam pair ID can provide better performance than that of fixed set B with continuous beam pair ID since non-continuous beam pair ID covers more Rx beams.
Proposal 1: Different fixed set B consists of L1-RSRP with more Rx beams should be considered with high priority. 

	Samsung[16]
	[bookmark: _Ref131779156]Observation # 1: With decent number of beams in Set B, e.g., ¼ beams of Set A, fixed Set B or pre-known different patterns in each time step has similar performance. 
[bookmark: _Ref131779245]Observation # 2: Select from pre-known patterns with or without knowing the order has similar performance.  
[bookmark: _Ref131779248]Observation # 3: Random Set B (option 2C) has the worst performance comparing with fixed or pre-known Set B patterns.  
[bookmark: _Ref131779250]Observation # 4: Opt 2D has some performance degradation comparing with all measurements in fixed Set B, however, it can save reporting overhead for NW side AI/ML. 

[bookmark: _Ref131779251]Observation # 5: At least for Tx beam prediction, well designed Set B of beams can slightly improve the performance. 
[bookmark: _Ref131779276]Observation # 17: For Opt D of Option 2 (Set B is variable), additional information of Tx beam ID and/or Rx beam ID about beams not in Set B but in Set C may make AI/ML to have better prediction accuracy.

	CAICT[17]
	Observation 2: Fixed Set B (Option 1) achieves better performance than randomly chosen pre-configured pattern schemes for BM-Case 1 beam pair prediction with implicit information of Tx beam ID and/or Rx beam ID.

	CMCC[18]
	Observation 1: For BM-Case 1 with Tx-Rx beam pair prediction, variable set B performs better than fixed set B with less beam pairs, but has lower prediction accuracy when the number of beam pairs in fixed set B increases.
Observation 6: For BM-Case 1 with DL Tx beam prediction, variable set B performs better than fixed set B with less beams, but has lower prediction accuracy when the number of beams in fixed set B increases.

	MTk[20]
	Observation 9: The selection of beams in Set B will affect the prediction accuracy of the AI/ML-based spatial beam prediction.
Observation 10: The spatial beam prediction by using multi-arm beam design in Set B performs better than using subset beam design in Set B.
Observation 11: The spatial beam prediction by using wide beam design in Set B does not outperforms the performance by using subset beam design in Set B. 

	Lenovo[23]
	Observation 1: The beam prediction accuracy performance of AI-based BM is strongly connected with the Set B pattern selection.
Observation 2: With uneven spaced Set B pattern, up to 97.23% beam prediction accuracy can be obtained by AI model considering KPI of top5/1 beam prediction accuracy. 
Observation 3: With uneven spaced Set B pattern, up to 80.57% and 94.59% beam prediction accuracy can be obtained with 1dB margin and 2dB margin, respectively, of top-1 predicted beam L1-RSRP difference. 


	Qualcomm[23]
	Observation 5: For BM-Case1 and the sub use case of “Set B is a subset of Set A”, and for a fixed Set B pattern option, the beam prediction performance largely depends on how Set B is selected.
· For instance, if set A includes beams in both azimuth and elevation, selecting Set B beams only in azimuth dimension may adversely impact prediction performance.



(FL0) Observation 4.1.2-1a (Different Set B, Tx)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A without considering generalization aspects.
· For the case that Set B of beams is randomly changed among pre-configured patterns, the beam prediction performance is slightly lower than when Set B is fixed across training and inference.  
· For the case that Set B of beams is randomly changed in Set A of beams, based on the results from some companies, the beam prediction performance degrades [20%~40%] in terms of Top-1 beam prediction accuracy than the case that Set B is fixed across training and inference.  

	Support the proposal 
	CATT, Samsung

	Object/concern to the proposal
	




	Company
	Comments

	FL
	Not many companies provided results for opt 2A, and based on the limited results, the performance of opt 2A and 2B is similar. Therefore, I think “randomly” can be removed. What do you think?
Some companies provide results of 2C. 

	vivo
	We support this observation. We think it is necessary to agree on it along with the observations for fixed set B, as fixed set B is not practical in real NW.

	Samsung
	We are fine with FL proposal in general. But, we suggest to add Opt 2B and Opt 2C in each bullet for the clarification. 
Observation 4.1.2-1a (Different Set B, Tx)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A without considering generalization aspects.
· (Opt 2B) For the case that Set B of beams is randomly changed among pre-configured patterns, the beam prediction performance is slightly lower than when Set B is fixed across training and inference.  
· (Opt 2C) For the case that Set B of beams is randomly changed in Set A of beams, based on the results from some companies, the beam prediction performance degrades [20%~40%] in terms of Top-1 beam prediction accuracy than the case that Set B is fixed across training and inference.  

	Futurewei
	We are ok with the observation (based on results shared so far). We also think adding Opt 2B and Opt 2C to each bullet point would help.

	Intel
	We should remove vague terminology like “slightly lower” from these observations. It is better to capture a %-range even if the range is wide.

	Nokia/NSB
	Support

	Apple
	We don’t support this proposal as it is not clear why the change of set B is not part of generalization study.

	MediaTek
	We also observe the same for Opt2C. Support the 2nd bullet.



(FL1) Observation 4.1.2-1b (Different Set B, Tx)=> Observation 4.1.2-1c (with updates)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A without considering other generalization aspects.
· (Opt 2B) For the case that Set B of beams is changed among pre-configured patterns, majority evaluation results show that the beam prediction performance degrades [3%~10% 20%~40%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference, some results show that the beam prediction performance degrades less than 1% in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference.  
· Note: the above performance can also be treated as training with mixed patterns of Set B of beam, and testing with mixed patterns Set B of beams.  
· (Opt 2C) For the case that Set B of beams is randomly changed in Set A of beams, based on the results from some companies, the beam prediction performance degrades [20%~40%] in terms of Top-1 beam prediction accuracy than the case that Set B is fixed across training and inference.  

	Support the proposal 
	Samsung,Ericsson

	Object/concern to the proposal
	Hw/HiSi




	Company
	Comments

	FL
	 Add a note to resolve Apple’s concern, although i think generalization is more than the above observation, which can also cover non-seen pattern case.  

	OPPO
	Okay with the observation. 
But regarding the tiny gap (less than 1%) between Option 2B and fixed Set B, we are not sure whether it is very common or very rare, at least not expected by us. If the majority evaluation shows bigger gap, e.g. 20%~40%, hopefully this tiny gap is only rarely seen among many evaluations. If we are noting down the observations from majority (as a collective observations), it would confuse readers by observing everything. 

	vivo
	For the numbers “[20%~40%]” in Opt 2B, we haven’t observed such large performance loss from companies’ reported results. The following is some observation from us on DL Tx beam prediction results.
Huawei, fixed(75%~60%), pre-configured(65%), 
Futurewei, fixed(70%), pre-config(67%), 
CMCC, fixed(91%), pre-config(90%)
Nokia, 16 beams in set B, fixed(85%), pre-config(80%)
It seems a more accurate range is 1%-5%? It shouldn’t have same performance loss as random set B selection. 



	FL
	Thanks to vivo for pointing it out. This is a copy paste typo from random beam. 
Xiaomi (79%-67%)
CATT (91%-75%)
Samsung(91%-83%)

	CATT
	In our simulation, the performance loss of Opt 2B is rather small when comparing with fixed Set B pattern.
Fixed pattern: 91.06%
Opt 2B: 90.07%
Opt 2C: 75.12%

	HW/HiSi
	Do not agree with the observation, since it does not say how many pre-configured sets are considered. This should be mentioned to put the results into the right context. In our results, we have used 5 pre-configured sets.

	Samsung
	Support

	ZTE
	We are fine with the proposal. For Option 2B, if two pre-configured sets are used, our simulation results also shows a degradation of about 4% (from 91.33 % to 86.74 %) for the beam prediction performance in terms of Top-1 beam prediction accuracy.

	Nokia/NSB
	Ok with the update. 



[bookmark: _Hlk132752523](FL2) Observation 4.1.2-1c (Different Set B, Tx (for GTW)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A without considering other generalization aspects.
· (Opt 2B) For the case that Set B of beams is changed among [no more than 5] pre-configured patterns, evaluation results [from xxx sources] show that the beam prediction performance degrades [3%~10%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference, evaluation results [from x sources] show that the beam prediction performance degrades [less than 1%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference.  
· Note: the above performance can also be treated as training with mixed patterns of Set B of beam, and testing with mixed patterns Set B of beams.  
· (Opt 2C) For the case that Set B of beams is randomly changed in Set A of beams, based on the results [from xxx sources], the beam prediction performance degrades [20%~40%] in terms of Top-1 beam prediction accuracy than the case that Set B is fixed across training and inference.  
	Support the proposal 
	

	Object/concern to the proposal
	




	Company
	Comments

	FL
	· Align the wording on sources
· Counting the number of patterns




1.14.4 Performance with different Rx beam assumption
	Company
	Proposal/observation

	Huawei/HiSi[2]
	Observation 5: For the Rx beam selection in case of AI/ML-based DL Tx beam prediction there are various implementation options to optimize the Rx beam to trade latency, overhead and RSRP performance, e.g.,
· Option 1: Fixed Rx beams is used for inference during P-1/P-2 and the Rx beam sweeping is performed to determine the Rx beam in P-3.
· Option 2: A quasi-optimal DL Rx beam can be identified by measuring the always-on SSB beams at P-1 and used for Tx beam prediction at P-2.
· Option 3: Exhaustive Rx beam sweeping is swept over multiple P-1/P-2 rounds each of which predicts the best Tx beam for a specific Rx beam.

Observation 10: Using prior information (e.g., by measuring the always-on SSB beams) on the Rx beam selection to derive a quasi-optimal Rx beam can come very close in performance to always using the genie-aided best Rx beam obtained from an exhaustive sweep.
· If the determination of the quasi-optimal Rx beam is of 90% accuracy, the prediction accuracy is 96.1% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.11dB vs -0.05dB for genie-aided best Rx beam.
· If the determination of the quasi-optimal Rx beam is of 80% accuracy, the prediction accuracy is 94.3% (of Top-5) vs 97.8% for genie-aided best Rx beam and the L1-RSRP is -0.18dB vs -0.05dB for genie-aided best Rx beam.

	ZTE32]
	For DL Tx beam prediction, compared with the Rx beam assumption that the best Rx beam searched for one Tx beam within Set B is used, a better beam prediction performance is achieved if the best Rx beam for the best Tx beam within Set B is used for measurement.
For DL Tx beam prediction, the best performance is achieved by measurements of the “best” Rx beam (i.e., Option 1) among all options of Rx beam assumptions. Besides, Option 2a (i.e., measurements of specific Rx beam(s) per model input sample) and Option 2b (i.e., measurements of specific Rx beam(s) for all model input samples) have similar performances, which is slightly lower than that of Option 1.

	Vivo[4]
	Proposal 19:	Further study the benefit and feasibility of DL Tx beam prediction with the best Rx beam for each Tx beam within Set B.
Observation 24:	A considerable performance deterioration can be found in DL Tx beam prediction with 1 specific Rx beam randomly selected without search based on Set B compared to beam pair prediction scheme.
Proposal 20:	DL Tx beam prediction with a randomly selected specific Rx beam within Set B shall be deprioritized.
Observation 25:	The performance of DL Tx beam prediction with the best Rx beam searched from the best Tx beam among all the Tx-Rx beam pairs provides considerable improvement, as decreased prediction difficulty from predicting 256 beam pairs to 32 beam pairs by acquiring precise best Rx beam of each sample.
Observation 26:	Zero or near zero beam prediction accuracy can be found in DL Tx beam prediction with 2nd best Rx beam or worst Rx beam searched from the best Tx beam among all the Tx-Rx beam pairs.
Proposal 21:	Support to study the best Rx beam searched from the best Tx beam among all the Tx-Rx beam pairs for each model input sample as baseline performance for evaluation purpose.
Observation 27:	Both beam pair prediction and DL Tx beam prediction with the best Rx beam searched from a specific Tx beam for each model input sample has its own application targets.
Observation 28:	Similar performance can be observed for DL Tx beam prediction cases with best Rx beam searched from different specific Tx beam without selected within Set B.
Proposal 23:	Support to study the best Rx beam searched from the best Tx beam within Set B for each model input sample as baseline performance for evaluation purpose.
Proposal 24:	Support to study DL Tx beam prediction with the best Rx beam searched from a specific Tx beam for each model input sample, and how to define this Tx beam can be FFS.
Proposal 25:	Support to deprioritized non-best Rx beam assumption and further study the best Rx beam assumption for providing input for AI/ML model for training and/or inference. How to obtain the best Rx beam can be FFS.
Observation 29: Case 2, i.e. the best Rx beam for each Tx beam within Set B, offers a similar improvement in the average RSRP difference results when compared to that of the best Rx beam for the best Tx beam within Set B, but a degradation in this aspect can be observed in Case 1, i.e. the best Rx beam searched for a random Tx beam within Set B.
Observation 30: Case 1, i.e. the best Rx beam searched for a random Tx beam within Set B, provides higher accuracy in terms of beam predicting accuracy-related KPIs compared to Case 2, i.e. the best Rx beam for each Tx beam within Set B.
Proposal 26:	As Set B can be same or a subset of measured beams (pairs) Set C, support to study Rx assumption based on Set C in DL Tx beam prediction.

	OPPO[5]
	Observation 9: Down-sampling of Rx beams (e.g. from 4 Rx beams to 2 Rx beams) slightly degrades the performance of prediction accuracy and L1-RSRP difference.

	Spreadtrum[6]
	[bookmark: _Hlk131273059]Observation 1：For DL Tx beam prediction, “best Rx beam” selection should not only focus on the performance gain, but also need to further evaluate the overhead of each solution.

	CATT[8]
	Observation 7：For DL Tx beam prediction with variable Set B pattern of Opt C, the prediction performance of Rx beam option 1, i.e., the “best” Rx beam, is better than that of option 2b, i.e., one specific Rx beam.
Observation 9: Selecting the best Rx beam can achieve the best beam prediction accuracy, while requires Rx beam sweeping, which will increase the complexity of UE implementation.

	Ericsson [11]
	Observation 9	For DL Tx beam prediction, Option 3 with random Rx beam per model input sample achieves very poor performance.
Observation 14	 The information of UE Rx beam plays a vital role on prediction KPIs in DL Tx beam prediction. Therefore, it is important to address the impact of Rx beam selection

	Xiaoma[13]
	Observation 9: AI model for DL Tx beam prediction in spatial domain with one specific Rx beam for model input results in some performance loss compared to exhaustive beam pair sweeping. 
Proposal 2: DL Tx beam prediction with specific Rx beam for model input can be supported considering the low RS overhead for model input.
Observation 10: AI model for DL Tx beam prediction in spatial domain with one or more best Rx beam for DL Tx beam in set B provide almost same better performance compared to exhaustive beam pair sweeping because of the low model complexity.
Proposal 3: Support DL Tx beam prediction with the best Rx beam considering the high beam prediction accuracy.


	Samsung [16]
	Observation # 14: Using the L1-RSRP of the “best” Rx beam with exhaustive beam sweep as inputs can provide the best performance for the accuracy of Top-1/N beam prediction than fixed or randomly selected one or two Rx beams with fixed or random Tx beams for BM-Case 1. 
Observation # 15: With L1-RSRPs of fixed Rx beam(s) as AI inputs can provide better performance than L1-RSRP of random Rx beam(s) for DL Tx beam prediction for BM-Case 1.  
[bookmark: _Ref131779275]Observation # 16: With the L1-RSRP results from the best Rx beam of each Tx beam, AI/ML can provide better performance.

	CMCC[18]
	Observation 4: For BM-Case1, DL Tx beam prediction with the “best” Rx beam achieves higher prediction accuracy than that of DL Tx beam prediction with specific Rx beam.
Observation 7: Compared with baseline option 1, BM-Case 1 with Tx beam prediction with Rx beam assumption Option 1 has minor loss of prediction accuracy for Top-3 beam but has large beam sweeping overhead reduction.

	MTK[20]
	Observation 12: By using Option 2 for Rx beam for providing input for AI/ML model for training and/or inference can further reduce RS overhead compared to Option 1 of Rx beam selection.
Observation 13: Searching all the Rx beams by only one Tx beam can give better accuracy than searching half of available Rx beams with all Tx beams.
Observation 14: Measurement with one specific Rx beam can provides comparable or better accuracy than those with the best Rx beam for each Tx beam, if the Rx beam can be selected based on information of previous best Tx beam or best Tx/Rx beam pair. 



(FL0) Observation 4.1.4-1a (Rx beam)
· For BM-Case1 DL Tx beam prediction, using the measurements of the “best” Rx beam as AI/ML inputs outperform using measurements of random Rx beam(s) per model input sample. 

	Support the proposal 
	CATT, Samsung,CMCC

	Object/concern to the proposal
	




	Company
	Comments

	FL
	Based on the results/company’s observation in the paper. Best Rx beam >random Rx beam. 
For best Rx beam, the performance is similar. 

	vivo
	OK

	Xiaomi
	Ok 

	Intel 
	OK

	Nokia/NSB
	Support

	Qualcomm
	OK

	MediaTek
	OK, we support the “best” Rx beam here means whenever Rx beam is chosen from a set of measurement (can be measured on the configured RS or on periodic SSB)?

	FL
	Hold until the best rx definition is clear. 
@MTK, based on my observation, either way, this observation is truel 

	OPPO
	Support

	ZTE
	Agree to hold until the best Rx definition is clear. 




1.14.5 Performance impact with quantization 

	Company
	Proposal/observation

	Huawei/HiSi [2]
	Observation 12: At least for spatial domain beam prediction, the legacy quantization granularity for RSRP as inference input has negligible impact on the prediction performance.
· For the AI/ML model with the output type of probability/best beam ID, the labels for training can be the best beam ID(s) and therefore is irrelative to the RSRP quantization granularity.

	Vivo [4]
	The performance of existing quantization granularity in legacy NR provides similar performance compared to non-quantization scheme in DL beam pair prediction with pre-configured 50 patterns.
The performance of predicted RSRP difference declines significantly with the increase of the quantization step.
Quantization granularity for the best beam improved from 1 dB to 0.5 dB with 2 dB quantization granularity for other beams does not yield a significant performance boost.
Precise quantization for the best beam even with coarse quantization for other beams brings a substantial performance improvement, particularly in the KPI of average RSRP difference and predicted RSRP difference, while the overhead is still reduced compared with legacy NR.
[bookmark: OLE_LINK54][bookmark: OLE_LINK53]Support to further study on minimizing quantization overhead with similar beam prediction performance as legacy NR beam report quantization, e.g., increasing quantization step of differential beams.

	Nokia[7]
	Observation 13:	The model trained with measurements reported by UE with quantization step sizes of 1 dB and 2 dB do not much affect the L1-RSRP prediction difference.
Observation 14:	The performance of the model trained with data affected by both measurement errors and quantization errors can’t be improved by only reducing the quantization step size as the prediction performances are limited by the measurement errors.

	InterDigital[9]
	Observation 15: Beam prediction accuracy marginally improves when the quantization step size used for beam measurement and reporting is reduced.  
[bookmark: _Hlk131777928]Observation 16: According to the current specifications, UE can only report L1-RSRP of up to maximum of 4 beams. 
Observation 17: If L1-RSRP reporting mechanism in the current specification is extended to report large number of beams, reporting overhead is significantly increased. 
Proposal 14: Consider alternative beam reporting methods that can report L1-RSRP of more beams with minimized reporting overheads to support AI/ML based beam predictions. 
Proposal 15: Identify and evaluate performance of potential beam reporting methods that can support large number of beams with minimized reporting overhead increment. 
[bookmark: _Hlk131777987]Observation 21: The more the quantization step is set, the more the degradation in prediction accuracy becomes.
Observation 22: Using 1 dB quantization step results in small degradation in accuracy by 3% compared to baseline (no quantization) for Top-1 accuracy and by <1% for Top-3/1 and Top5/1 accuracies.

	Fujitsu[12]
	Observation 13: For BM-case 1, the quantization with legacy method will cause slight performance degradation since the dynamic range is not enough to quantize the L1-RSRPs for the training and inference of NW-side model.


	Samsung [16]
	Observation # 6: Quantization error due to existing quantization granularity (i.e., 1 dB or 2 dB) has a minor negative effect on the prediction accuracy with classification model. 
[bookmark: _Ref131779259]Observation # 7: With higher quantization range of differential RSRP (e.g., more than 4 bits for differential RSRP) than legacy one, there is no performance gain regarding Top-K/1 prediction accuracy.
[bookmark: _Ref131779262]Observation # 8: With lower quantization range of differential RSRP (e.g., 3 bits) than legacy one, there is minor negative effect on Top-K/1 accuracy with 12 or 16 beams in Set B, while there is 8% loss in Top 1 accuracy with 8 beams in Set B.
[bookmark: _Ref131779264]Observation # 9: With lower quantization range of differential RSRP (= 3 bits) than legacy one (= 4 bits), reporting overhead reduction is about 11% based on the baseline UCI format for inference.
[bookmark: _Ref131779265]Observation # 10: With single UCI report, the UCI payload overhead is larger than the baseline when all CRIs or SSBRIs and all RSRPs of the beams in Set B are reported.
[bookmark: _Ref131779266]Observation # 11: With single UCI report with CRI/SSBRI omission, the UCI payload overhead is smaller than the baseline when all RSRPs of the beams in Set B are reported.
[bookmark: _Ref131779270]Observation # 12: With same quantization range of differential RSRP as legacy one (= 4 bits), reporting a subset of beams within the quantization range has negative reporting overhead reduction.
[bookmark: _Ref131779272]Observation # 13: With lower quantization range of differential RSRP (= 3 bits) than legacy one (= 4 bits), reporting a subset of beams within the quantization range can reduce the reporting overhead reduction by 43.52% ~ 47.78% in average, 70.37% ~ 76.85% at 5%-tile CDF, and 3.7% ~ 12.04% at 95%-tile CDF.


	MTK[20]
	Observation 17: The model trained and tested by FP16 quantized data samples is the same as the model trained and tested by FP32 quantized data samples.
Observation 18: For Set B size = 4, by using uniform quantization in log scale, using 4 bits per beam RSRP can achieve the same Top-1 accuracy as the current spec, which uses ~5 bits (19/4) per beam RSRP in average.
Observation 19: For Set B size = 8, using the current spec is almost the same as using the other two uniform quantization methods under the same number of bits per beam report. However, the corresponding model performance is 10% less than a model trained with FP16 samples or with 8 bits uniform quantized samples. 
Observation 20: For Set B size = 16, by using uniform quantization in log scale, 3 bits per beam RSRP can achieve better Top-1 accuracy than the current spec, which uses 4 bits per beam RSRP, and reach similar accuracy performance of using FP16/FP32. 
Observation 21: If the total number of bits in one beam reporting is limited to 32, Set B size = 16 (2 bits per L1-RSRP) achieves better Top-1 and L1-RSRP difference performance than Set B size = 8 (4 bits per L1-RSRP) and Set B size = 4 (8 bits per L1-RSRP).
Observation 22: For Set B size = 4 and 8, uniformly quantizing RSRP by dBm values performs better than uniformly quantizing RSRP by linear values, under the condition that model input is linear RSRP values. However, for Set B size = 16, uniformly quantizing RSRP by linear values is better than dBm values.
Observation 23: Model trained and tested with the same quantization methods performs better than model trained with higher precision quantization methods but tested with lower precision quantization methods.

	Lenovo[23]
	Observation 7: Quantization method for L1-RSRP in the current spec. leads to some performance loss, i.e., top5/1 beam prediction accuracy loss from 97.23% to 95.71%, average/5%ile/95%ile L1-RSRP difference from 0.47dB/0dB/2.05dB to 0.52dB/0dB/2.25dB, and average/5%ile/95%ile predicted L1-RSRP difference from 0.92dB/0.07dB/2.59dB to 1.33dB/0.10dB/3.58dB.

	Qualcomm[24]
	Observation 6: At least for BM-Case1 and for differential quantization approach, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes a minor loss in prediction performance compared to unquantized L1-RSRPs of beams in Set B.
· This is based on the assumption that all measured beams in Set B are reported, which may lead to excessive UCI payload overhead
Observation 7: At least for BM-Case1 and for differential quantization approach, increasing the quantization step size for the difference to the best beam (e.g., from 2 to 4,8) decreases overhead, but may lead to noticeable performance degradation (assuming quantization step size for the best beam is fixed).

Observation 8: At least for BM-Case1 and for differential quantization approach, increasing the quantization step size for the best beam (e.g., from 1 to 2,4) does not have much impact on the beam prediction performance (assuming quantization step size for the difference to the best beam is fixed).



(FL0) Observation 4.1.5-1a (Quantization)
· At least for BM-Case1, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes a minor loss in prediction performance compared to unquantized L1-RSRPs of beams in Set B.
	Support the proposal 
	

	Object/concern to the proposal
	




	Company
	Comments

	FL
	I think the can be an observation acceptable. 
We can further check whether to evaluation quantization impact with other assumptions.

	vivo
	Based on evaluation results, we’d like to note that overhead reduction can be achieved if we achieve a good balance on the step sizes for the differential beams or the best beam.

	Fujitsu
	support

	Samsung
	We are generally fine with FL proposal. For the clarification, we suggest following revision.
 Observation 4.1.5-1a (Quantization)
At least for BM-Case1 for inference of best beam (pair) prediction, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes a minor loss in prediction performance compared to unquantized L1-RSRPs of beams in Set B.

	Intel
	OK with update from Samsung

	Nokia/NSB
	Support

	Qualcomm
	OK



[bookmark: _Hlk132752554](FL2) Observation 4.1.5-1c (Quantization) (for GTW)
· At least for BM-Case1 for inference of DL Tx best beam (pair) prediction, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes a minor loss in prediction performance compared to unquantized L1-RSRPs of beams in Set B.

	Support the proposal 
	QC (see below), Ericsson, Samsung

	Object/concern to the proposal
	



	Company
	Comments

	FL
	@vivo, if more results are collected, we can discuss further observation. I saw few results to reducing the payload, but I think this is what we can achieve based on current results. 

	OPPO
	Support.

	Qualcomm
	Unless there are simulation results for beam pair prediction for quantization (there isn’t to the best of my knowledge), there is no need to mention beam “(pair)” prediction


	Spreadtrum
	Support.

	FL
	Updated according to Qc’s comments. And there is no such results so far. 

	HW/HiSI
	Ok

	Samsung
	Support Observation 4.1.5-1c.

	ZTE
	Ok. If the quantization errors cause a minor loss in prediction performance, enhanced quantization methods with higher step size or lower quantize bit can still be considered to reduce the reporting overhead at least for a NW-side model.

	Lenovo
	Support

	Nokia/NSB
	OK 



1.14.6 Measurement error

	Company
	Proposal/observation

	Huawei/HiSi [2]
	Observation 16: The expected RSRP measurement error for DL Tx-Rx beam pair prediction is significantly larger than for DL Tx beam prediction, because
· Set B for DL Tx-Rx beam pair prediction is typically constructed of RSRPs obtained with different Rx beams, whereas Set B for DL Tx beam prediction typically is based on the RSRPs obtained by the same Rx beam.
Proposal 14: If DL Tx-Rx beam pair prediction is evaluated, its feasibility with respect to large (e.g. up to 6dB) RSRP measurement errors should be taken into account. 

	Nokia[7]
	Observation 12: Increasing the range of the measurement errors degrades the L1-RSRP difference due to predictions compared to the results with ideal L1-RSRP expecially at high percentiles of the CDF (e.g. 95%-tile).

	Ericsson [11]
	Observation 10	Thermal noise has significant impact on prediction KPIs in scenarios with indoor UEs, and should therefore be considered in evaluations.
Observation 11	Setting higher reporting accuracy in terms of granularity of reported values cannot improve the AI model performance without setting higher accuracy level on measurement error accuracy.  

	Google[14]
	Observation 3: The ML input with measurement error could cause significant performance degradation.

	DoCoMo[25]
	[bookmark: _Hlk131526484]Observation 3: With the additive noise model, it is observed that measurement error leads to obvious performance degradation.
Observation 4: The performance degradation due to the measurement error is more obvious for Tx beam prediction than Tx-Rx beam pair prediction.




1.14.7 UE rotation

	Company
	Proposal/observation

	OPPO[5]
	The UE random orientation cannot heavily impact the beam prediction accuracy of the Tx-Rx beam pair prediction. 



1.14.8 Impact on training data size

	Company
	Proposal/observation

	MTK[20]
	Observation 15: Model performance drops with the decreased size of the dataset. However, for Set B size = 4 and 16, the Top-1 accuracy drops < 10% when the dataset size reduces from 60K to 20K samples.
Observation 16: For Set B size = 8, the Top-1 accuracy drops by 20% when the dataset size reduces from 20K to 60K.



1.15 Evaluation results for BM-Case 2
1.15.1 General observations
	Company
	Observation

	Huawei/HiSi[2]
	Proposal 15: For temporal domain beam prediction, regarding the relationship between Set A and Set B:
· The size of Set B smaller than Set A should be considered as baseline.
· Both can be considered in evaluations: Set B is a subset of Set A; Set B contains wide beams with full direction which are different from Set A with narrow beams.
· Set B equal to Set A can be optionally used for performance comparison in evaluations.
Proposal 16: For temporal domain beam prediction evaluation, results for Top-K, K>1 should be presented in addition to Top-1 results.
· The Top-1 predicted beam can be derived as the eventual result after the second round sweeping based on the AI/ML inferred Top-K beams.

Observation 17: For temporal beam prediction, AI/ML based methods are more robust than legacy approaches to variations of the UE speed.
· When the time interval is 0.08s in the observation and prediction window, for UE speed 30km/h, the AI/ML Top-8 approach is 42% better than for the legacy baseline but for a UE speed of 90 km/h, the AI/ML Top-8 prediction accuracy is 47% better than for the legacy baseline 
· When the time interval is 0.16s in the observation and prediction window, for UE speed 30km/h, the AI/ML Top-8 approach is 48% better than for the legacy baseline but for UE speed 90 km/h, the AI/ML Top-8 prediction accuracy is 77% better than for the legacy baseline.

Observation 18: For temporal beam prediction, lower spatial consistency has more impact on the prediction accuracy achieved by the legacy approach than on accuracy achieved by the AI/ML-based methods. This can be seen from the results when different time instances are evaluated.
· For UE at 30km/h, the accuracy of AI/ML Top-8 degrades 3.35% but the baseline degrades 4.8% when stretching the two prediction intervals from 0.08s to 0.16s
· For UE at 90km/h, the accuracy of AI/ML Top-8 degrades 0.93% but the baseline degrades 9.56% when stretching the two prediction intervals from 0.08s to 0.16s
Observation 19: For temporal domain beam prediction, with comparable total overhead for temporal DL Tx beam prediction, longer prediction interval with larger number of Top-K candidates can achieve better performance than shorter prediction interval with a smaller of Top-K candidates.
Proposal 17: For temporal domain beam prediction, study the trade-off over different prediction window lengths and different number of inferred Top-K candidates in terms of overhead and performance.


	Vivo[4]
	Observation 32:	For BM-Case2, compared with non-AI scheme, beam pair prediction scheme improves beam prediction accuracy and reduces average L1-RSRP difference significantly.
Proposal 30:	Further study beam pair prediction scheme with expected information as AI input for improving generalization performance in BM-Case2.
Observation 33:	For BM-Case2, compared with non-AI 2-step scheme, AI based 2-step scheme improves beam prediction accuracy and reduces average L1-RSRP difference significantly.


	OPPO[5]
	Observation 13: Temporal domain beam pair prediction can provide prediction accuracy (e.g. 81%) while overhead/latency reduction is as large as 50% (for the case of K = 4 and F = 4).
Observation 14: Beam pair predication accuracy slightly decreases from 89.1% to 81% (the case of Top-1) when F increases from 1 to 4, but strongly increases from 81% to 98.9% (the case of F = 4) when the number of predicted beam pair increases from Top-1 to Top-4.
Observation 15: For 80% of the incorrect temporal domain beam pair prediction cases, the L1-RSRP difference is lower than 3.5dB.

Observation 17: Spatial and temporal domain beam prediction can provide beam prediction accuracy (at least 74.4%) while overhead/latency reduction can be up to 87.5% (for the case of K = 4, F = 4 and Set B = 32 beam pairs, Set A = 128 beam pairs).
Observation 18: Spatial and temporal domain beam prediction can provide beam prediction accuracy (at least 64.5%) while overhead/latency reduction can be up to 87.5% (for the case of K = 8, F = 8 and Set B = 32 beam pairs, Set A = 128 beam pairs).
Observation 19: For spatial and temporal domain beam prediction, the longer beam prediction period (e.g. F = 8 prediction instances), the deeper performance loss can be observed given the same measurement period (e.g. K = 8 measurement instances).

	Nokia[7]
	Observation 25:	In BM-Case2 with low UE speed configuration, the best beam prediction measured at time t from the reference non-ML method is accurate at least for a certain short period.
Observation 26:	In BM-Case2, compared to baseline option 2, the ML method shows beam prediction performance improvement in different future time instants even when the testing prediction window is longer than the training prediction window, i.e. [F+1, …, F’].
Observation 27:	In BM-Case2, the ML method only using beam RSRP input will be more useful for beam prediction for a relatively short future period.

Observation 28:	For BM-Case2, the ML model using as input only RSRPs has performance that decreases when Set B is a subset of Set A and if no advanced algorithm is applied for beam selection in Set B.

Observation 29:	For BM-Case2, the ML model using as input only RSRPs has performance that decreases when increasing the length of the prediction window.

	CATT[8]
	Observation 16: For BM-Case2, the top-1 prediction accuracy is greater than 65%, and the top3/1 prediction accuracy is greater than 80% when predicting the beam pairs for future 1, 4, and 8 time instants.


	Intel [9]
	Observation 6:	Using larger training window length for LSTM model training achieves better performance for beam prediction
Observation 7:	The LSTM model is more resilient to the increase of measurement periodicity than baseline sample-and-hold method.
Observation 8:	Increasing the prediction window size leads to worse prediction accuracy for both the LSTM model and the baseline scheme.
Observation 9:	The prediction accuracy is related to the RSRP difference from the genie-aided scheme

	Ericsson [11]
	Observation 19	For TX-beam prediction, evaluations indicate the possibility to increase the measurement periodicity from 40ms to 80ms, where the prediction-based method used to predict 40ms ahead indicates slight gain over baseline for the worst UEs
Pair
Observation 20	No improvement is seen using AI/ML over baseline in prediction performance with an increasing T2 
Observation 21	Challenging to predict the best beam pair when T2=240ms, L1-RSRP error of ~10dB is shown in the 95th percentile also when all beams in set A are measured during T1
Observation 22	For BM case-2 beam-pair prediction, sample and hold baseline provides better performance than AI/ML model in case all beams in set A are measured during T1.
Observation 23	For BM case-2 beam-pair prediction, AI/ML model is better than sample-and-hold baseline if a subset of beams in set A are measured during T1.

	Xiaomi[13]
	Set A=Set B
Observation 11: both AI based beam prediction scheme 1 and scheme 2 in time domain can provide good performance.
· Scheme 1 assumes same periodicity for history measurement instance and future time instance.
· Scheme 2 assumes that periodicity for history measurement instance is N times of future time instance and the predicted future time instance can be covered by one future measurement instance. It can reduce more RS overhead than scheme 1.
Observation 12: Set B < set A causes much more performance degradation compared to set B=set A for temporal beam prediction.
Observation 13: The performance may degrade when larger N (history measurement instances) is assumed.

	Samsung [16]
	Observation # 42: In the case of non-AI, there is almost no performance degradation due to the increase in target predict time. Since the coverage of beams in Set B is wide, Top-1 prediction accuracy of the selected beam in Set B slightly decreases as the target predict time increases.
Observation # 43: In the case of AI, the performance is superior to non-AI, but it can be observed that it decreases as the target predict time increases. Due to the narrow coverage of beams in Set A, it would be hard for AI to learn the Top-1 beam after longer time later based on the latest measurement.

	MediaTek [20]
	Observation 1: The AI/ML approach does not show much gain for BM-Case2 in terms of average throughput, compared to baseline Option1a and Option2, when UE is reporting the Top-4 beams.

	NVIDIA[21]
	Observation 3: AI/ML-based algorithms for beam prediction in time domain can simply use a history of the best beam index to perform the prediction. 
Observation 4: AI/ML-based algorithms for beam prediction in time domain can help lower reference signal overhead and reduce UE’s measurement requirement.

	Qualcomm[24]
	Observation 3: For BM-Case2 with sub-sampled measurements and UE-side DL TX beam prediction, AI/ML based methods provide a clear advantage in beam prediction accuracy performance over the sample-and-hold baselines, especially in cases when the measured subset of beams is not guaranteed to be the best.
Observation 4: For BM-Case2 with sub-sampled measurements and NW-side DL TX beam prediction, AI/ML based methods provide a clear advantage in beam prediction accuracy performance over the sample-and-hold baselines.


(FL2)Observation 4.2.1-1a (General, Tx)
· For BM-Case2, when Set B is equal to Set A, AI/ML can improve 2%~15% beam prediction accuracy of Top-1 DL Tx beam comparing with non-AI/ML baseline (e.g. sample-and-hold). 

	Support the proposal 
	

	Object/concern to the proposal
	




	Company
	Comments

	FL
	15% is provide by MTK with larger model. 
There is no much results when Set B is a subset of Set A, to draw observation.
My feeling is that, the performance is similar as BM Case1. Maybe we can try to conclude something as AI model also work well with less measurement…

	vivo
	For BM Case 2, we would like to draw conclusion for both the case Set A = Set B and the case that set B is a subset of set A. The gain from set A=Set B only seems not very attractive.
Or we can discuss 4.2 first before we make a conclusion.

	HW/HiSi
	Do not support in its current form, we think some more information is needed:
· It does not say how many prediction instances there are. 
· We should make an observation also for Top-K prediction output. As described in our paper, choosing a multiple prediction instances and K>1, can give much better performance then only predicting Top-1.
· We should also have Set B is Subset of Set A, since the here assumed approach does not seem to be practical (large overhead during observation phase)   

	CATT
	The observation for the case that Set A is a subset of Set B can also be discussed.

	Intel
	This may need more discussion. We observe that performance improvement is also a function of prediction window length, therefore for larger prediction windows, performance improvement can be claimed to be much larger as well.  

	Nokia/NSB
	Ok in general 

	Qualcomm
	We think some more context is needed for the proposal similar to examples mentioned by HW above.

	MediaTek
	Just to clarify that the observed 15% gain against sample and hold is under the condition when UE speed is high (60 km/h) and measurement/report periodicity is high (160ms). For lower UE speed and measurement periodicity, our observation is that the gain is minor. Our suggestion is to draw the observation based on different UE speed and measurement/report periodicity.

	OPPO
	In our view, to draw conclusion on 2%~15% performance gain over sample-and-hold, more evaluation conditions in time domain should be fixed. 
Secondly, for the case when Set B is a subset of Set A, it should be in another observation. The reason lies in the fact that BM-Case2 is defined as time-domain beam prediction, implying no reduction in spatial domain. The intention behind this conclusion is to see the performance benefits of BM-Case2 for overhead reduction time-domain. 



(FL2)Discussion 4.2
1) What aspects do you think is worth to draw observation for Tx beam and Tx-Rx pair? 
a. AI vs non-AI (Sample-and-hold) when Set A = Set B
i. 30km/h baseline 
ii. Performance when UE speed increase. 
b. AI vs non-AI when Set A is a subset of Set B.
i. With more time instance, the overhead might be quite difficult to compare. How to compare it?

c. Different mode size (I found MLP Mixer (by two companies) and may provide very good performance but with much larger computations complexity)
d. Fixed vs Random pattern
i. FL: most companies assume fixed pattern
ii. Two companies use random pattern with MLP mixer
	Company
	Comments

	FL
	15% is provide by MTK with larger model. 
There is no much results when Set B is a subset of Set A, to draw observation.
My feeling is that, the performance is similar as BM Case1. Maybe we can try to conclude something as AI model also work well with less measurement…

	Google
	We think all of them are useful. 

	vivo
	We think we can draw conclusion for both the cases Set A = Set B and Set A is a subset of Set B. For the latter case, it is not necessary to have more time instances for AI based approach in our view. But anyway, the agreed assumptions for RS overhead can capture all these. 

	HW/HiSi
	For Tx beam:
· multiple prediction instances between two observations and inference of top-K
· Set B is subset of Set A compared to Set B is = Set A in observation.

	CATT
	All the listed aspects can be considered. 

	Samsung
	a. agree.
b. with multiple prediction time instances when there are no measurements within future prediction window, there is more RS overhead reduction compared to BM-Case 1. Thus, this should be FFS. 
c. low priority. If the complexity have large difference, we suggest to make observation separately. 
d. draw observation separately for fixed and random pattern.

	ZTE
	Support to consider all listed aspects. Apart from that, the sampling interval between two adjacent time instances (40, 80, 160ms, etc) will also significantly impact the beam prediction performance according to our evaluation.

	Intel
	Measurement (sampling) interval and size of T2 are also important factors. 

	Nokia/NSB
	Support consideration of all possible aspects. 

	Qualcomm
	a. Agree, also we have some observations in our Tdoc about the impact of UE rotation on temporal beam prediction performance which we think is worth capturing as it highlights the efficacy of temporal bema prediction particularly in challenging rotation scenarios.
b. This is meant to be “Set B is a subset of Set A”, right? We do have evaluations for this scenario, and we can have different assumptions (and respective observations) for different number of measurement compared to prediction instances (MxPy as denoted in the Tdoc).
c. No not agree, this can be left to companies.
d. Agree. One potential aspect related to this is Option 2D agreed in RAN1 #112 in which only top-k measurements may be available at the NW side, and there could be scenarios where fixed pattern may not really be feasible, particularly at NW side.

	MediaTek
	We think at least (a) is useful.

	OPPO
	We could start from the simplest case, i.e. (a). 
As for (c) comparing different model sizes, we tend to think it seems unnecessary to complicate the evaluation, since the AI/ML models used for beam prediction are quite company-specific.  



1.15.2 Set B selection
RAN 1 #110bis and RAN 1#112 agreed the following options of the selection of Set B of beams(pairs). 
	Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded.

Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)




The following proposals were about the section of Set B:


	Company
	Proposal/observation

	ZTE [3]
	In BM-Case2, compared with the case that Set B is fixed across training and inference, a slight performance gain is observed if Set B is changed following a set of pre-configured patterns. 
In BM-Case2, compared with the case that the Set B pattern is randomly selected from a total of 4 beam patterns in each past time instance, a slight performance gain is observed if Set B is changed following a set of pre-configured patterns. 
In BM-Case2, if Top-4 or Top-2 beams of all measured beams are used as model inputs in each past time instance, only a little performance loss is observed compared with the case that all measured beams are used as model inputs. 
To reduce UE report overhead in BM-Case 2 for a NW-side model, it is better to take partial beams from the beam set for measurement as the model input. 

	Ericsson [11]
	Observation 24	 The performance varies based on the set B configuration even if the number of beams in set B are the same. This indicates that it is useful to first collect the dataset prior to determining the set B selection.

	Samsung [16]
	[bookmark: _Ref127535548]Observation # 44: Even if UE reports only half of Set C, we can observe gain in top K/1 prediction accuracy compared to non-AI, but about 10% loss in Top 1 prediction accuracy compared to all beams reporting in Set C. As the number of reporting beams increases more than half of Set C, there is a benefit, but it does not increase significantly.



1.15.3 Rx beam selection
	Company
	Proposal/observation

	Vivo[4]
	Observation 34:	For Rx assumption in T1, Case 2 offers a similar improvement in the terms of prediction accuracy and average RSRP difference results when compared to that of Case 0, but a degradation in this aspect can be observed in Case 1.
Observation 35:For Rx assumption in T2, Option 2, i.e., best Rx beam based on the predicted top-K Tx beams achieves best performance in terms of prediction accuracy and average RSRP difference results, Option 1 (the best Rx beam(s) based on measurement for Rx determination for T1 and extra measurement) gets the second-best performance and Option 0 (same Rx(s) as that of T1) performs worst.   
Observation 36:For Case 1, performance gain introduced from extra measures before T1 (Option 1) or Rx beam sweeping after DL Tx beam prediction (Option 2) is much bigger than that of Case 0 or Case 2.




1.15.4 Comparison between DL Tx beam and Tx-Rx beam pair

	Company
	Observation

	Huawei/HiSi[2]
	Observation 15: The comparison of DL Tx beam prediction and DL Tx-Rx beam pair prediction under BM-Case 1 shows that beam prediction has better performance, e.g.
· For prediction accuracy (0dB RSRP difference) for Top-5, Tx-Rx beam pair: 93.5%; Tx beam (90% best Rx): 96.5%; Tx beam (best Rx): 97.5%.
· 1dB RSRP difference for Top-5, Tx-Rx beam pair: 94.5%; Tx beam (90% best Rx): 97%; Tx beam (best Rx): 98.5%.

	ZTE[3]
	In BM-Case2, the Tx beam prediction obtains a better performance than that of the Tx-Rx beam pair prediction with the assumption of the optimal Rx beam or the specific Rx beam being used for measurement. 

	Vivo[4]
	Observation 23:	Beam pair prediction provides obvious performance improvement in KPI of beam prediction accuracy for top 4/1 beam, while similar performance can be observed in other KPIs for beam pair prediction and DL Tx beam prediction with the best Rx beam for each Tx beam within Set B.
Proposal 22:	Support both beam pair prediction scheme and DL Tx beam prediction scheme for different AI based beam prediction targets.
Proposal 31:	Further study performance comparison between enhanced beam pair prediction and DL Tx beam prediction with various Rx beam assumptions, such as worst Rx beam, second best Rx beam, random Rx beam per sample, etc., in BM-Case2.

	OPPO[5]
	Observation 12: The accuracy of Tx beam prediction is as high as 92.6% and the L1-RSRP difference of it is as small as 0.13dB. Tx beam prediction can achieve even better prediction performance than that of beam pair prediction.
Observation 16: For BM-Case2, the case of Tx beam prediction can slightly outperform that of beam pair prediction in terms of prediction accuracy and L1-RSRP difference.

	Nokia [7]
	Observation 16:	 With the same RS resources, the DL Tx beam prediction has better beam performance regarding the model intermediate KPIs.
Proposal 9:	Investigate the feasibility to measure the top-K predicted beam pairs since it is needed for improving the model performance for the Tx-Rx beam pair prediction.

Proposal 10:	To support RAN1 comparing DL Tx-Rx beam pair prediction (substitutuing P2-P3) and Tx beam prediction companies may report the assumptions for obtaining top-K predicted/measured Tx-Rx beam pairs with Tx beam prediction.

	Fujitus[12]
	Proposal 3: Regarding DL Tx beam prediction and DL Tx-Rx beam pair prediction, considering the different target and application scenario, it’s not suggested to compare the evaluation results between DL Tx beam prediction and DL Tx-Rx beam pair prediction.


	CMCC[18]
	Observation 8: For BM-Case 1 with fixed set B, Tx beam prediction with Rx beam assumption Option 1 achieves higher prediction accuracy than Tx-Rx beam pair prediction especially for comparatively small Top-K beam prediction and more beam (pair) in set B. 
Observation 9: For BM-Case 1 with variable set B, Tx beam prediction with Rx beam assumption Option 1 achieves similar prediction accuracy with Tx-Rx beam pair prediction.



1.15.5 Others
	Company
	Observation

	Google [14]
	Observation 5: Channel-based beamforming could provide at least 5 dB RSRP gain compared to codebook-based beamforming.
Observation 6: to SU-MIMO, and MU-MIMO without weak beam information cannot provide performance gain. 
Proposal 1: For spatial-domain beam prediction, study to predict the “weak” beam to facilitate the MU-MIMO UE pairing.
Proposal 2: Study the UE-group based beam prediction for the UEs with the similar location and trajectory.
Observation 7: ML based L1-RSRP prediction cannot provide performance gain.




AI/ML model Generalization
	Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· The following case for generalization verification, can be optionally considered by companies:
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
· FFS: Investigate of the feasibility the fine-tuning on the UE/Network side



	Company
	Proposals/observations

	Xiaomi [10]
	Proposal 10: General model can be supported for AI/ML in beam management for each of the following aspects:
· Different UE speed
· Different number of Rx beam 
· Different Scenarios: UMa, Umi
· Different UE distribution

	Nokia [7]
	Proposal 11:	RAN1 prioritizes model generalization studies for case 3 and case 2a.

Proposal 12:	Support RAN1 to further study fine-tuning (case 2a), including assessing the performance on previously learned scenarios/configurations.

	Fujitsu [12]
	Observation 12: For BM-case 1, the performance of AI/ML model is more sensitive to the different parameters of configuration than that of scenarios.


	Lenovo [23]
	Proposal 4 Generalizability of a proposed AI/ML model for beam management is evaluated by computing the agreed KPIs, inclusive of the gains achieved and the costs incurred, by the model for each of the different network conditions/scenarios/parameter values. 
Proposal 5	Discuss how to decide on the generalization ability of an AI/ML model based on the KPIs, inclusive of the gains achieved, and the costs incurred, that are evaluated for each of the different network conditions/scenarios/parameter values. Further, consider the threshold-based methods for further study.

	Apple [22]
	Proposal 2: For AI model generalization, generalization performance regarding analog beam design including Set A design, antenna configurations including M/N, antenna spacing and deployment scenario should be considered.
Observation 2: the feasibility to support fine-tuning of a deployed AI model on the UE side needs study.
Observation 3:
· For generalization performance Case -1, trained AI models perform well, provide better beam prediction accuracy than the conventional approach.
· For generalization performance Case -2, trained AI models can perform much worse than that for GP Case-1, they may lead to even worse beam prediction accuracy than the conventional approach.
· For generalization performance Case-3, trained AI models can perform worse than that for GP Case-1, even though are in general better than that for GP case-2. the AI performance with set B beam at 8 beams with GP Case-3 is roughly the same as the AI performance with set B at 4 beams with GP Case-1.
Proposal 3: As generalization performance can be poor for AI models trained without Tx beam shape information, study NW-trained cell-specific AI models for AI enabled beam management.




1.16 Generalization for BM-Case1
(FL0)Discussion 5.1:
· Based on the results reported in the excel, Case 1: trained A=> test A and Case 2: trained A=> test B. However, I think it is hard to directly compared the performance in Case 1 and Case 2, because Case 1 is not the upper bound of scenario B. The upper bound should be trained B=> Test B. Therefore, we cannot directly compare the performance of current Case 1 to Case 2. Please share your view before we try to draw observations. 

	Company
	Comments

	FL
	Please share your view.  And whether it is OK to waiting for more results to draw observation for generalization. 

	Google
	Agree with FL

	vivo
	Agree to use trained BTest B to draw conclusions. We think it is aligned with previous agreement, as “A” in Case 1 of previous agreement is just a dummy index. 

	OPPO
	Agree with the assessment from FL.

	Xiaomi
	Agree with FL

	NTT DOCOMO
	We have the same observation and agree to use Trained B=>Test B as the upper bound performance of Case 2(Trained A=>Test B).

	Fujitsu
	If possible, the cases 2 can be changed to trained B=> test A. In this case, the performance of case 1 and 2 is comparable. 

	CATT
	Agree with FL.

	Samsung
	Agree with FL, we can check 
Case 1: Train B=>test B
Case 2: train A=> Test B
Case 3: mixed => test B
Comparing Case 1 and Case2, we can see the performance loss at scenario B. and how much we can improve with mixed or fine-tune data for scenario B.

	CMCC
	Agree with FL.

	ZTE
	Agree with FL

	Futurewei
	We agree with FL’s view. In our results, we compare Case 2 (Train A  Test B) with Case 1 (Train B  Test B), which is considered as the BL in our comparisons.

	Nokia/NSB
	Ok with FL suggestion. 

	MediaTek
	Agree with FL.

	Lenovo. 
	Quantifying generalizability is an important aspect in the evaluation. We need a more in-depth discussion to agree on a fair method of quantifying the generalizability. 



1.16.1 Different deployment scenarios
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	Futurewei[1]
	Observation 5: In AI/ML model generalization across different scenarios for BM-Case1 when using Option 1 in Set B selection, our experiments show the following based on the datasets we used:
· Generalization Case 1: 
· When the AI/ML model is trained using dataset generated for UMa scenario then performs inference on unseen data samples from the same UMa scenario, the performance is decent (when evaluated using Top-1, Top-K/1 prediction accuracy and average L1-RSRP difference of the predicted Top-1 and Top-K/1 beam(s)).
· When the AI/ML model is trained using dataset generated for UMi scenario then performs inference on unseen data samples from the same UMi scenario, the performance is also decent.
· Generalization Case 2:
· When the AI/ML model is trained using dataset generated for UMa scenario then the trained model is used to perform inference directly on dataset generated from a different scenario, i.e., UMi, performance is comparable to generalization Case 1.
· When the AI/ML model is trained using dataset generated for UMi scenario then the trained model is used to perform inference directly on dataset generated from a different scenario, i.e., UMa, the performance is still decent compared to generalization Case 1 even though there is small degradation in L1-RSRP difference of the Top-1 predicted beam.
Observation 6: In AI/ML model generalization across different scenarios for BM-Case1 when using Option 2B in Set B selection, our experiments show the following based on the datasets we used:
· Generalization Case 1: 
· When the AI/ML model is trained using dataset generated for UMa scenario then performs inference on unseen data samples from the same UMa scenario, the performance is decent (when evaluated using Top-1, Top-K/1 prediction accuracy and average L1-RSRP difference of the predicted Top-1 and Top-K/1 beam(s)).
· When the AI/ML model is trained using dataset generated for UMi scenario then performs inference on unseen data samples from the same UMi scenario, the performance is also decent.
· Generalization Case 2:
· When the AI/ML model is trained using dataset generated for UMa scenario then the trained model is used to perform inference directly on dataset generated from a different scenario, i.e., UMi, there is no significant performance difference compared to generalization Case 1 even though there is small degradation in L1-RSRP difference of the Top-1 predicted beam.
· When the AI/ML model is trained using dataset generated for UMi scenario then the trained model is used to perform inference directly on dataset generated from a different scenario, i.e., UMa, the performance is comparable to generalization Case 1.

	OPPO[5]
	Observation 20: Thanks to generalization capability of well-trained AI/ML model, changing scenario from UMa to UMi may not necessarily deteriorate the beam prediction performance.

	CATT[8]
	Observation 12: Generalization performance is not sensitive, when AI/ML model is trained and inferenced with different scenario configurations, e.g., the model trained by data samples in Uma and tested by data samples in Umi.

	InterDigital[10]
	[bookmark: _Hlk131768478][bookmark: _Hlk131777962]Observation 18: Training an AIML model for a certain environment (e.g., UMa) and a certain UE dropping scenario for a different UE dropping scenario results in degradation in Top-1 accuracy by 4%-11%.
Observation 19: Training an AIML model for a certain environment (e.g., UMa) and a mixed data set from different UE dropping scenarios can be generalized for different UE dropping scenarios.

	Ericsson[11]
	[bookmark: _Toc127537882]Observation 12 With identical antenna configuration, initial evaluations indicates that a model trained in one cell is found to be generalized well while the performance heavily depends on the sector is selected for the inference. 
[bookmark: _Toc127537883]Observation 13 Generalization results indicate the importance of having model monitoring procedures that detects issues when a model trained in one cell is used in another.

	Fujitsu[12]
	Observation 9: For BM-case 1, the performance of AI/ML model is not sensitive to the scenario of Uma/Umi.
· The mismatch on the scenarios of Uma and Umi between training and inference will cause slight performance degradation.

	Xiaomi[13]
	Observation 6: AI model trained by hybrid data of Uma and Umi for beam prediction in spatial domain can provide good generalization capability for Uma or Umi. While AI model trained by data of only Uma or only Umi provide a little worse generalization capability for different scenario, i.e., Uma model for Umi inference, or Umi model for Uma inference.

	Samsung [16]
	[bookmark: _Ref127535400]Observation # 22: For various deployment scenarios, if data sets for training and inference are from different scenarios (i.e., Case 2), the performance has significate degradation. However, it is still better than non-AI scheme.  
[bookmark: _Ref127535401]Observation # 23: For various deployment scenarios, with model finetune (Case 2A) or training with mixed data (Case 3), the performance is slightly lower than training and inference with the same deployment scenario (Case 1).  

	CEWiT[19]
	Observation 4: Model trained on dataset generated using UMa channel can be used for dataset generated using UMi channel with minimal performance degradation.

	MTK[20]
	Observation 28: There is severe Top-1 accuracy performance degradation when the AI/ML model is trained with UMa scenario and tested with the UMi scenario.
Observation 30: The Top-1 accuracy performance degradation of the AI/ML model using beam RSRP as model output is not as obvious as the AI/ML model using beam ID as model output, when both models are trained with UMa scenario and tested with the UMi scenario.

	Lenovo[23]
	Observation 9: The AI model for spatial beam prediction can achieve stable and good performance in different deployment scenarios or different ISDs, e.g., training under UMa scenario and testing under UMi scenario, training with ISD1 and testing with ISD2 with the agreed simulation assumptions.

	Qualcomm[24]
	Observation 10: Homogeneous inter-site scenarios (e.g., same deployment, different cells) have generally better generalization performance compared to heterogeneous inter-site scenarios (e.g., cells from different deployments).
Observation 11: For heterogeneous inter-site scenarios (e.g., cells from different deployments), incorporating datasets from different deployments in the training may improve the heterogenous inter-site generalization without significantly affecting the performance in the seen cells.
Observation 12: The focus of generalization study and analysis for BM use cases should not be solely on a single AI/ML model generalizing to new scenarios/configurations. Other alternatives such as training multiple AI/ML models each tailored to a specific scenario/configuration and switching among those AI/ML models based on the deployed scenario should also be considered.





1.16.2 Different ISD
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	CATT [13]
	Observation 15: Generalization performance is not sensitive, when AI/ML model is trained and inferenced with different ISDs, e.g., the model trained by data samples in ISD 200 and tested by data samples in ISD 500. 

	Fujitsu [12]
	Observation 10: For BM-case 1, the performance of AI/ML model is not sensitive to the parameters of ISD.
· The mismatch on the parameter of ISD between training and inference cause almost no performance degradation.

	Lenovo [23]
	Observation 9: The AI model for spatial beam prediction can achieve stable and good performance in different deployment scenarios or different ISDs, e.g., training under UMa scenario and testing under UMi scenario, training with ISD1 and testing with ISD2 with the agreed simulation assumptions.



1.16.3 Different UE distribution
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	Nokia[7]
	Observation 20:	The ML model trained with only outdoor UEs may NOT generalize well for indoor UEs, whereas the ML model trained with mixed indoor/outdoor UEs may generalize well for both indoor and outdoor UEs.
Observation 21:	The ML model trained with indoor UEs may be applied also for outdoor UEs without compromising the performance with respect to the ML model trained with mixed indoor/outdoor UEs.

	CATT[8]
	Observation 13: Generalization performance is not sensitive, when AI/ML model is trained and inferenced with different UE distributions, e.g., the model trained by data samples with 0% indoor UE distribution and tested by data samples with 50% indoor UE distribution.


	Fujitus [12]
	Observation 11: For BM-case 1, the performance of AI/ML model is not sensitive to the various outdoor/indoor UE distribution.
The mismatch on the various outdoor/indoor UE distributions between training and inference cause almost no performance degradation.

	Xiaomi [13]
	Observation 7: AI model trained by hybrid data of different UE distribution for beam prediction in spatial domain can provide good generalization capability. While AI model trained by data of only UE distribution Option A provides a little worse generalization capability for UE distribution Option B.

	Samsung [16]
	Observation # 24: For various UE distribution scenarios, if data sets for training and inference are from different scenarios (i.e., Case 2), the performance has significate degradation. However, it is still better than non-AI scheme.  
Observation # 25: For various UE distribution scenarios, with model finetune (Case 2A) or training with mixed data (Case 3), the performance is slightly lower than training and inference with the same deployment scenario (Case 1).  
Observation # 26: Various UE distribution scenarios may have different scene complexity, which should be emphasized in the finetune process. Finetune from a complex model to a simple model is easier (Case 2A-1), but harder on the other way around (Case 2A-2). 
Observation # 27: The scene complexity of various UE distribution scenarios also affects the performance of mix-training. With mix-training, the AI/ML model works well under simple scenarios (Case 3-1), but may be slightly inferior under complex scenarios (Case 3-2). 


	CEWiT [19]
	Observation 3: Training on a mix of data from different scenarios can improve the performance of the AI/ML model.

	MTK[20]
	Observation 27: AI/ML model using beam ID as model output generalizes well to different UE distributions.
Observation 29: AI/ML model using beam RSRP as model output generalizes well to different UE distributions.




1.16.4 Different numbers/patterns of Set B
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	Futurewei [1]
	Observation 1: In spatial-domain beam prediction using fixed Set B beam pattern in AI/ML model training phase, performance degrades significantly when Set B beam pattern changes in model inference phase. 
Observation 2: In spatial-domain beam prediction using fixed Set B beam pattern in AI/ML model training phase, performance degrades significantly when at least one of the beam pairs in Set B is missing during model inference phase. 
Observation 3: In spatial-domain beam prediction using variable Set B beam patterns in AI/ML model training phase, performance degrades significantly when Set B beam patterns changes in model inference phase. 
Observation 4: In spatial-domain beam prediction using variable Set B beam patterns in AI/ML model training phase, when Set B pattern changes in model inference phase, less performance degradation is observed when only a subset of the beam patterns used as input in the inference phase are different from the beam patterns used in the training phase compared to when all the beam patterns used as input in inference phase are different than the training phase.

	ZTE [3]
	Number

The case that model training and testing are performed in mixed datasets of <T8 R1>, <T16 R1>, and <T32 R1> with different beam constructions achieves a better performance than that of the case of <T8 R1>, but is outperformed by the case of <T32 R1>.
The AI based Tx beam prediction with the optimal Rx beam achieves slightly better performance than that of the AI based method with a specific (e.g, first) Rx beam. 
The AI model can provide good generalization capability on different number of beams in Set B for Tx beam prediction. 
Pattern
For the model generalization on different Set B patterns, if the Set B pattern of the testing data samples is different from that of the training data samples, a significant performance loss compared with the non-AI case is observed.
For the model generalization on different Set B patterns, if the Set B pattern of the testing data samples is included in the beam patterns of the training data samples, or the same Set B pattern is used during the model training phase and testing phase, the AI method obtains significant performance gains over the non-AI case.
The AI model can provide good generalization capability on different Set B patterns for Tx beam prediction. 


	OPPO[5]
	Observation 21: Changing beam pair configuration on Set B and Set A from training phase to inference phase would slightly lower the beam prediction performance.
Observation 22: When more predicted beam pairs are provided by AI/ML model, e.g. Top-K = 4, the beam selection accuracy can be up to 95% and avg. L1-RSRP difference can be lower than 1dB.
Proposal 9: Study the techniques of pre-processing at model input and post-processing at model output to enable the generalization capability of AI/ML model.

	Nokia[7]
	Observation 11:	 For training the DL Tx prediction model a Random SetB pattern can be used. Later in the inference stage, the DL Tx prediction model can use measurements from pre-configured/fixed SetB patterns.


	CATT [8]
	Observation 10: Significantly performance degradation is observed, when AI/ML model is trained and inferenced with different Set B, e.g., the number of Set B of training is 32 and inference is 16.
Observation 11: Training with mixed Set B of different sizes can improve generalization performance.

	InterDigital [11]
	Observation 12: Training an AIML model with different beam patterns or random beam patterns can help obtain a model that generalizes over multiple beam patterns without degradation in prediction accuracy. 

	Fujitus [12]
	Observation 1: For BM-case 1, the performance of AI/ML model is sensitive to the size of Set B. 
· The mismatch on the size of Set B between training and inference will cause big performance degradation. 
Observation 2: For BM-case 1, the training dataset constructed by a set of pre-configured size of Set B will improve the generalization performance of AI/ML model.
Observation 3: For BM-case 1, the performance of AI/ML model is sensitive to the pattern of Set B even though the size of Set B is the same. 
· The mismatch on the pattern of Set B between training and inference will cause significant performance degradation. 
Observation 4: For BM-case 1, the training dataset constructed by a set of pre-configured patterns of Set B will improve the generalization performance of AI/ML model.


	Lenovo[23]
	Observation 8: The beam prediction accuracy and average L1-RSRP difference are affected marginally when the size of Set A and Set B during testing is less than that for the training.



1.16.5 Different UE Rx assumptions
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	ZTE [3]
	For model generalization on different Rx beam assumptions for Tx beam prediction, compared with the case that the training data samples and testing data samples are generated based on the same Rx beam assumption, only marginal performance loss is observed for the case of different Rx beam assumptions on model training and model testing. 
The AI model can provide good generalization capability on different Rx beam assumptions for Tx beam prediction. 


	Fujitsu [12]
	Observation 7: For BM-case 1, the performance of AI/ML model is sensitive to the configuration of Rx antennas (the number of Rx antenna elements). 
· The mismatch on the configuration of Rx antennas between training and inference will cause significant performance degradation.
Observation 8: For BM-case 1, the training dataset constructed by a set of pre-configured configurations of Rx antennas on UE will improve the generalization performance of AI/ML model.


	Xiaomi[13]
	Observation 8: AI model for beam prediction in spatial domain can provide good generalization capability among different number of UE Rx beam, e.g., AI model with more Rx beam number can be applied for beam prediction of less Rx beam number. 


	Samsung [16]
	[bookmark: _Ref131779299]Observation # 33: For Tx beam prediction, UE-side parameters have significant impact on generalization performance for AI/ML in beam prediction. Without finetune or mix-training, there will be a performance degradation as UE-side parameters change.   
[bookmark: _Ref131779301]Observation # 34: The settings/parameters that may change the distribution rule of the L1-RSRPs will degrade the generalization performance for AI/ML in Tx beam prediction.


	Qualcomm [23]
	Observation 17: For DL Tx beam prediction for BM-Case1, mismatch of UE array assumptions between training and test datasets (for NW-side models) results in a minor performance loss, e.g., less than 5% loss in Top-1 beam prediction accuracy, which is much less significant than the performance loss due to gNB array mismatch (for UE-side models).




1.16.6 Different gNB antenna setting/different number or pattern of Set A
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	ZTE [3]
	For model generalization on different gNB settings, a significant performance loss is observed if the training data samples and the testing data samples are generated under different gNB beam structures. 
Compared with the case that the same gNB beam structure is used for generating the training data samples and the testing data samples, only marginal performance loss is observed if the training data samples of AI model are mixed data samples. 


	Vivo [4]
	Observation 31:	As the difference of beam shape pattern increases, the performance loss of both average RSRP difference and beam prediction accuracy increases along with the difference of the antenna configurations between training subset and validation subset.
Proposal 28:	Further study generalization performance for different antenna configurations and different beam shapes in BM-Case1.
Proposal 29:	Further study assistance information, such as beam shape pattern, 3dB beam width, etc., as model input to address performance deterioration for generalization of different beam shapes in BM-Case1.

	Nokia [7]
	Observation 23:	model's generalization capabilities are poor for Case 2, when the model is tested on a gNB antenna array configuration that is different from the configuration used during training.
Observation 24:	 The model generalizes well in Case 3, when trained with a mix of data from different gNB antenna array configurations.
Observation 25:	The model generalizes well for Case 2a when a reduced dataset for a different gNB antenna array configuration is used for fine-tuning the model.

	Fujitus [12]
	Observation 5: For BM-case 1, the performance of AI/ML model is sensitive to the configuration of Tx antennas (the number of Tx antenna elements). 
· The mismatch on the configuration of Tx antennas between training and inference will cause significant performance degradation.
Observation 6: For BM-case 1, the training dataset constructed by a set of pre-configured configurations of Tx antennas on gNB will improve the generalization performance of AI/ML model.


	Google [14]
	Observation 4: Beam pattern mismatch could cause significant performance degradation.

	Samsung [16]
	[bookmark: _Ref127535412]Observation # 28: For various codebook scenarios, if AI/ML never trained with a given codebook, the performance is worse than non-AI baseline. 
[bookmark: _Ref127535414]Observation # 29: Finetune (10%) can improve the generalization performance for different codebook scenarios, but it still has some degradation comparing with training with single codebook (Case 1).
[bookmark: _Ref127535415]Observation # 30: Training with mixed data (Case 3) can provide better performance than finetune (Case 2A), and the performance is close to the performance training with single codebook (Case 1).
[bookmark: _Ref127535417]Observation # 31: Beam correlation related parameters have significant impact on generalization performance for AI/ML in beam prediction. Without finetune or mix-training, the performance may be even worse than non-AI scheme.   
[bookmark: _Ref127535456]Observation # 32: The settings/parameters that may cause verification of wireless channel will degrade the generalization performance for AI/ML in beam prediction.

Observation # 47: For DL TX beam prediction and Tx-Rx beam pair prediction, AI/ML model performs the best when the training and testing dataset are drawn from the same BS antenna configuration. However, performance degradation is observed when the training dataset and testing datasets are drawn from different BS antenna configuration. 
Observation # 48: For DL TX beam prediction and Tx-Rx beam pair prediction, training a model with a mixture of dataset drawn from various BS antenna configurations allows the model to perform well for generalization.
Observation # 49: For DL TX beam prediction and Tx-Rx beam pair prediction, performance degradation is not significant when the training dataset and testing datasets are drawn from different single antenna HPBW configurations. Training a model with a mixture of dataset is not required when there is a scaling change in the Tx beam pattern.


	Qualcomm [24]
	Observation 13: A single UE-side AI/ML model trained using a first gNB codebook does not generally generalize well to “unseen” gNB codebooks.
Observation 14: Signalling of assistance information can have a monumental role in “scenario discovery” and improving model generalization through model switching, for UE-side AI/ML models.

Observation 15: Using a mixed dataset from multiple gNB codebooks when training a UE-side AI/ML model improves generalization performance if the deployment codebook was in the mixed dataset during training, compared to the case in which the deployment codebook was not encountered during training.

Observation 16: When using a mixed dataset from multiple gNB codebooks for training a UE-side AI/ML model, signalling of codebook index from gNB to UE and incorporation of this information at the UE side (e.g., as an auxiliary input) can boost the generalization performance. 



1.16.7 Different carry frequency
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	CATT [13]
	Observation 14: Generalization performance is not sensitive, when AI/ML model is trained and inferenced with different carrier frequency, e.g., the model trained by data samples of carrier frequency 20G and tested by data samples of carrier frequency 30G. 





1.17 Generalization for BM-Case2
1.17.1 UE speed 
	Company
	Proposal/observations

	Huawei/HiSi[2]
	Observation 19: For the generalization verification over various UE speeds under temporal domain beam prediction, when trained with 8000 samples:
· AI/ML has poor generalization performance when trained with a UE speed of 30 km/h and tested with 90 km/h, or vice versa
· In terms of prediction accuracy, e.g., it is slightly above 60% for Top-8 and slightly less than 40% for Top-4.
· In terms of prediction accuracy with 1dB margin, e.g., it is slightly below 70% for Top-8 and around 43% for Top-4.
· In terms of average L1-RSRP, e.g., it is more then -2dB for Top-8 and more than -4.5dB for Top-4.
· AI/ML can achieve moderate performance when trained with a UE speed of mixed 30 km/h and 90 km/h, and tested with either 30 km/h or 90 km/h.
· In terms of prediction accuracy, e.g., it is more than 80% for Top-8 and 65-75% for Top-4.
· In terms of prediction accuracy with 1dB margin, e.g., it is more than 80-90% for Top-8 and 70-77% for Top-4.
· In terms of average L1-RSRP, e.g., it is less than -1 dB for Top-8 and less than -2.2dB for Top-4.

	ZTE [3]
	In BM-Case2, if the AI model is trained with samples of mixed UE speeds, a little performance loss is observed as the UE speed in testing samples increases from 30km/h to 60km/h.
In BM-Case2, compared with the case that the same UE speed is used for generating the training data samples and the testing data samples, average performance is observed if both the training data samples and the testing data samples of the AI model are mixed data samples.


	OPPO[5]
	Observation 17: For AI/ML model trained with UE speed 30km/h and tested with UE speed higher than 60km/h, the generalization performance on beam prediction accuracy and avg. L1-RSRP difference drops accordingly.
Observation 18: For AI/ML model trained with mixed UE speed (e.g. from 30km/h to 120km/h) and tested with different UE speed, the generalization performance on beam prediction accuracy and avg. L1-RSRP difference outperform the one trained with single UE speed.

	Nokia [7]
	As shown in Figure 2.3 2(a), the performances of the ML model for Case#1 represented with solid lines are very similar for the different UE speeds. The ML model for the lower speed, i.e. 30 Km/h performs slightly better than the ones for the higher speeds of 90 Km/h and 120 Km/h. 
Differently, when the ML model trained at a specific UE speed is applied to a different UE speed (Case #2), the performance degrades significantly, especially if the UE speeds are very different. This is evident for instance looking at the dashed-dot red line, representing the ML model trained at 120 Km/h and tested at 30Kmh and the black dotted line representing the ML model trained at 30 Km/h and tested at 120 Kmh. 
On the other hand, Figure 2.3 2(b) shows the generalization performance when the model is trained with a dataset containing a mix of scenarios with UE moving at different speed. In this case, the model tested on different speeds generalize well and performance remains high independently by the UE speed.  

	InterDigital [10]
	Observation 13: Training an AIML model with examples from different UE speeds can help obtain a model that generalizes for temporal beam prediction for different UE speeds.

	Xiaomi[13]
	Observation 14: AI model for beam prediction in time domain trained by data of 30km/h or only 60 km/h or hybrid can provide good generalization capability to UE speed with both 60km/h and 30km/h.

	Samsung [16]
	[bookmark: _Ref115445421]Observation # 38: For DL TX beam prediction and beam pair prediction, AI/ML model performs the best when the training and testing dataset are drawn from the same UE speed. However, performance degradation is observed when the training dataset and testing datasets are drawn from different UE speed. 

[bookmark: _Ref115445371]Observation # 39: For DL TX beam prediction and beam pair prediction, training a model with a mixture of dataset drawn from a range of UE speeds allows the model to perform well over a range of UE speeds.  

	DoCoMo [25]
	Observation 7: For temporal beam prediction Pattern A and Pattern B:
· The AI/ML model trained with mixed data from different UE speed could provide acceptable generalization performance.
· The AI/ML model trained with data from low speed UE could still provide better performance than baseline method, when it is applied to the data from high speed UE with the same time parameters.



1.17.2 UE Rx

The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	ZTE[3]
	For model generalization on different number of UE Rx beams for beam pair prediction, compared with the case that the training data samples and testing data samples are generated based on the same number of UE Rx beams, only marginal performance loss is observed for the case that different number of UE Rx beams are used for model training and testing. 
The AI model can provide good generalization capability on different number of UE Rx beams for beam pair prediction. 



1.17.3 Different numbers/patterns of Set B
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	Samsun [16]
	[bookmark: _Ref127566991]Observation # 45: If the number of Set B is not the same in training and inference phase, huge generalization performance degradation is observed. 
[bookmark: _Ref127566993]Observation # 46: For different size of Set B, training a model with a mixture of dataset obtained from the dataset consists of the maximum size of Set B allows the model to perform than non-AI scheme. However, about 5% and 10% of performance degradations are respectively observed with |Set B| = 4 and |Set B| = 5 for Top-1(%) comparing with the case |Set B| = |Set C|. 



1.17.4 Different gNB antenna setting
The follow discussions/proposals were summarized:
	Company
	Proposals/observations

	Vivo [4]
	Observation 37:	Performance loss can be observed if there is difference in beam shape patterns for training and validation in BM-Case2.
Observation 38:	For the case using local beam ID as model input, beam loss and accuracy degenerate significantly compared to the performance of AI model training and inference with beam pointing angle.
Proposal 34:	Further study generalization performance for different antenna configurations and different beam shapes in BM-Case2.

	Samsung [16]
	[bookmark: _Ref127535549]Observation # 47: For DL TX beam prediction and Tx-Rx beam pair prediction, AI/ML model performs the best when the training and testing dataset are drawn from the same BS antenna configuration. However, performance degradation is observed when the training dataset and testing datasets are drawn from different BS antenna configuration. 
[bookmark: _Ref127535550]Observation # 48: For DL TX beam prediction and Tx-Rx beam pair prediction, training a model with a mixture of dataset drawn from various BS antenna configurations allows the model to perform well for generalization.
[bookmark: _Ref127535551]Observation # 49: For DL TX beam prediction and Tx-Rx beam pair prediction, performance degradation is not significant when the training dataset and testing datasets are drawn from different single antenna HPBW configurations. Training a model with a mixture of dataset is not required when there is a scaling change in the Tx beam pattern.





Proposals for GTW on 4/18
Proposal 2.2.1c (for GTW)
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
·  
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· Companies report the assumption on baseline scheme
· Other options are not precluded and can be reported by companies.

Proposal 2.2.2c (for GTW)
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction for inference of AI/ML model can be reported by company. 
· UCI overhead reduction = 1- Total UCI payload size for AI/ML/Total UCI payload size of baseline.
· Companies to report detailed assumption of UCI for AI/ML and baseline, e.g., including quantization mechanism

Observation 4.1.1-1b(General, Tx) (for GTW)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects with the measurements from the best Rx without UE rotation.
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams 
· evaluation results [from xx sources] indicate that, AI/ML can achieve [about 70%~90%] beam prediction accuracy of Top-1 DL Tx beam, and evaluation results [from xx sources] show [more than 90%] beam prediction accuracy of Top-1 DL Tx beam 
· evaluation results indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy for Top-1 DL Tx beam prediction with 1dB margin or Top-K(K=2) DL Tx beam. The beam prediction accuracy increases with K.  
· evaluation results [from xx sources] indicate that, the average L1-RSRP difference Top-1 predicted beam can be below or about 1dB. 
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams
· evaluation results [from xx sources] indicate that, AI/ML can achieve [about 50%] beam prediction accuracy of Top-1 DL Tx beam, and evaluation results [from xx sources] show [more than 70%] beam prediction accuracy of Top-1 DL Tx beam. 
· evaluation results [from xx sources] indicate, beam prediction accuracy with 1dB margin for Top-1 beam or for beam prediction accuracy for Top-K beam can have [about 20%] improvement than the beam prediction accuracy of Top-1 DL Tx beam. 
· Note that ideal measurements are assumed (i.e. beams could be measured regardless of their SNR and with no measurement error).

Observation 4.1.1-2d(General, pair)(for GTW)
· For BM-Case1 DL Tx-Rx beam pair prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects and without UE rotation.
· (A)With measurements of fixed Set B of beam pairs that of 1/4 of Set A of beam pairs 
· evaluation results [from xxx sources] indicate that AI/ML can achieve [more than 50% to more than 90%] beam prediction accuracy of Top-1 beam pair. 
· evaluation results [from xxx sources] show that [more than 80%] the beam prediction accuracy of Top-1 beam pair prediction with 1dB margin or Top-K beam pair can be achieved with AI/ML.  The beam prediction accuracy increases with K.
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams 
· evaluation results [from xxx sources] indicate that, AI/ML can achieve [about 60%~70%] beam prediction accuracy of Top-1 beam pair, results [from 1 source] show [~50%] beam prediction accuracy and results [from 1 source] show [more than 90%] beam prediction accuracy of Top-1 beam pair.  
· evaluation results [from xxx sources] indicate that the beam prediction accuracy of Top-K beam pair prediction can achieve [more than 80%] with the increasing of K (K=2…4). 
· (C) With measurements of fixed Set B of beams that of 1/16 of Set A of beams 
· evaluation results [from xxx sources] indicate that, AI/ML can achieve [about 40%~80%] beam prediction accuracy of Top-1 beam pair
· evaluation results [from xxx sources] indicate that the beam prediction accuracy of Top-K beam pair prediction can achieve [more than 80%] with the increasing of K (K=2…4).
· Note the above results are based on a codebook-based beamforming scheme
· Note that ideal measurements are assumed (i.e. beams could be measured regardless of their SNR and with no measurement error).

Observation 4.1.5-1c (Quantization) (for GTW)
· At least for BM-Case1 for inference of DL Tx beam, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes a minor loss in prediction performance compared to unquantized L1-RSRPs of beams in Set B.

Observation 4.1.2-1c (Different Set B, Tx (for GTW)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A without considering other generalization aspects.
· (Opt 2B) For the case that Set B of beams is changed among [no more than 5] pre-configured patterns, evaluation results [from xxx sources] show that the beam prediction performance degrades [3%~10%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference, evaluation results [from 2 sources] show that the beam prediction performance degrades [less than 1%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference.  
· Note: the above performance can also be treated as training with mixed patterns of Set B of beam, and testing with mixed patterns Set B of beams.  
· (Opt 2C) For the case that Set B of beams is randomly changed in Set A of beams, based on the results [from xxx sources], the beam prediction performance degrades [20%~40%] in terms of Top-1 beam prediction accuracy than the case that Set B is fixed across training and inference.  
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Appendix: Agreements 
1.18 Agreements in RAN 1 #109e
R1-2205269	Feature lead summary #1 evaluation of AI/ML for beam management	Moderator (Samsung)
From May 17th GTW session
Agreement
· For dataset construction and performance evaluation (if applicable) for the AI/ML in beam management, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted
Agreement
· At least for temporal beam prediction, companies report the one of spatial consistency procedures: 
· Procedure A in TR38.901
· Procedure B in TR38.901
Agreement
· At least for temporal beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 
· Other scenarios are not precluded.
· For spatial-domain beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 
· Other scenarios are not precluded.
Agreement
· At least for spatial-domain beam prediction in initial phase of the evaluation, UE trajectory model is not necessarily to be defined.
Agreement
· At least for temporal beam prediction in initial phase of the evaluation, UE trajectory model is defined. FFS on the details.
Agreement
· UE rotation speed is reported by companies.
· Note: UE rotation speed = 0, i.e., no UE rotation, is not precluded.
Agreement
· For AI/ML in beam management evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.
Conclusion
Further study AI/ML model generalization in beam management evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
· FFS on different scenarios/configurations
· Companies report the training approach, at least including the dataset assumption for training
Agreement
· For evaluation of AI/ML in BM, the KPI may include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity
Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.

Decision: As per email decision posted on May 22nd,
Agreement
· For dataset generation and performance evaluation for AI/ML in beam management, take the parameters (if applicable) in Table 1.2-1b for Dense Urban scenario for SLS
Table 1.2-1b Assumptions for Dense Urban scenario for AI/ML in beam management
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz
· SCS: 120 kHz

	Deployment
	200m ISD,
· 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)
Other deployment assumption is not precluded

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 30km/h (baseline), 60km/h (optional)
· Other values are not precluded

	UE distribution
	· FFS UEs per sector/cell for evaluation. More UEs per sector/cell for data generation is not precluded.
· For spatial domain beam prediction: FFS:
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	· [One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline]
· [Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ as optional]
· Other assumptions are not precluded.

Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	[Panel structure: (M,N,P) = (1,4,2)]
· 2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
· Other assumptions are not precluded

Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	Beam correspondence
	Companies to explain beam correspondence assumptions (in accordance to the two types agreed in RAN4)

	Link adaptation
	Based on CSI-RS

	Traffic Model
	FFS:
· Option 1: Full buffer
· Option 2: FTP model
Other options are not precluded

	Inter-panel calibration for UE
	Ideal, non-ideal following 38.802 (optional) – Explain any errors

	Control and RS overhead
	Companies report details of the assumptions

	Control channel decoding
	Ideal or Non-ideal (Companies explain how it is modelled)

	UE receiver type
	MMSE-IRC as the baseline, other advanced receiver is not precluded

	BF scheme
	Companies explain what scheme is used

	Transmission scheme
	Multi-antenna port transmission schemes
Note: Companies explain details of the using transmission scheme.

	Other simulation assumptions
	Companies to explain serving TRP selection
Companies to explain scheduling algorithm

	Other potential impairments
	Not modelled (assumed ideal).
If impairments are included, companies will report the details of the assumed impairments

	BS Tx Power
	[40 dBm]

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB



Agreement
· For temporal beam prediction, the following options can be considered as a starting point for UE trajectory model for further study. Companies report further changes or modifications based on the following options for UE trajectory model. Other options are not precluded. 
· Option #2: Linear trajectory model with random direction change.
· UE moving trajectory: UE will move straightly along the selected direction to the end of an time interval, where the length of the time interval is provided by using an exponential distribution with average interval length, e.g., 5s, with granularity of 100 ms. 
· UE moving direction change: At the end of the time interval, UE will change the moving direction with the angle difference A_diff from the beginning of the time interval, provided by using a uniform distribution within [-45°, 45°].
· UE move straightly within the time interval with the fixed speed.
· FFS on UE orientation
· Option #3: Linear trajectory model with random and smooth direction change.
· UE moving trajectory: UE will change the moving direction by multiple steps within an time internal, where the length of the time interval is provided by using an exponential distribution with average interval length, e.g., 5s, with granularity of 100 ms.
· UE moving direction change: At the end of the time interval, UE will change the moving direction with the angle difference A_diff from the beginning of the time interval, provided by using a uniform distribution within [-45°, 45°].
· The time interval is further broken into N sub-intervals, e.g. 100ms per sub-interval, and at the end of each sub-interval, UE change the direction by the angle of A_diff/N.  
· UE move straightly within the time sub-interval with the fixed speed.
· FFS on UE orientation
· Option #4: Random direction straight-line trajectories. 
· Initial UE location, moving direction and speed: UE is randomly dropped in a cell, and an initial moving direction is randomly selected, with a fixed speed.
· The initial UE location should be randomly drop within the following blue area


where d1 is the minimum distance that UE should be away from the BS. 
· Each sector is a cell and that the cell association is geometry based.
· During the simulation, inter-cell handover or switching should be disabled.
For training data generation
· For each UE moving trajectory: the total length of the UE trajectory can be set as T second if it is in time, of set as D meter if it is in distance.
· The value of T (or D) can be further discussed
· The trajectory sampling interval granularity depends on UE speed and it can be further discussed. 
· UE can move straightly along the entire trajectory, or
· UE can move straightly during the time interval, where the time interval is provided by using an exponential distribution with average interval length 
· UE may change the moving direction at the end of the time interval. UE will change the moving direction with the angle difference A_diff from the beginning of the time interval, provided by using a uniform distribution within [-45°, 45°]
· If the UE trajectory hit the cell boundary (the red line), the trajectory should be terminated. 
· If the trajectory length (in time) is less than the length of observation window + prediction window, the trajectory should be discarded. 
· At the current stage, the length of observation window + prediction window is not fixed and the companies can report their values.
· FFS on UE orientation
· Generalization issue is FFS 

Agreement
· For temporal beam prediction, further study the following options as baseline performance
· Option 1a: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2 
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1 
· Companies explain the detail on how to select the best beam for T2 from Set A based on the measurements in T1
· Where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.
· T1 and T2 are aligned with those for AI/ML based methods
· Whether Set A and Set B are the same or different depend on the sub-use case
· Other options are not precluded.
Agreement
· For dataset generation and performance evaluation for AI/ML in beam management, take the following assumption for LLS as optional methodology
	Parameter
	Value

	Frequency
	30GHz.

	Subcarrier spacing
	120kHz

	Data allocation
	[8 RBs] as baseline, companies can report larger number of RBs
First 2 OFDM symbols for PDCCH, and following 12 OFDM symbols for data channel

	PDCCH decoding
	Ideal or Non-ideal (Companies explain how is oppler)

	Channel model
	FFS:
LOS channel: CDL-D extension, DS = 100ns
NLOS channel: CDL-A/B/C extension, DS = 100ns
Companies explains details of extension methodology considering spatial consistency

Other channel models are not precluded.

	BS antenna configurations
	· One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline
· Other assumptions are not precluded. 
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams

	BS antenna element radiation pattern
	Same as SLS

	BS antenna height and antenna array downtile angle
	25m, 110°

	UE antenna configurations
	Panel structure: (M, N, P) = (1, 4, 2), 
· 2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
· 1 panel as optional
· Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams

	UE antenna element radiation pattern
	Same as SLS

	UE moving speed
	Same as SLS

	Raw data collection format
	Depends on sub-use case and companies’ choice. 




Decision: As per email decision posted on May 25th,
Agreement
· For UE trajectory model, UE orientation can be independent from UE moving trajectory model. FFS on the details. 
· Other UE orientation model is not precluded.
Agreement
· Companies are encouraged to report the following aspects of AI/ML model in RAN 1 #110. FFS on whether some of aspects need be defined or reported.
· Description of AI/ML model, e.g, NN architecture type
· Model inputs/outputs (per sub-use case)
· Training methodology, e.g.
· Loss function/optimization function
· Training/ validity /testing dataset:
· Dataset size, number of training/ validity /test samples
· Model validity area: e.g., whether model is trained for single sector or multiple sectors
· Details on Model monitoring and model update, if applicable
· Others related aspects are not precluded

Agreement
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· CDF of L1-RSRP difference for Top-1 predicted beam
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 
· the definition of L1-RSRP difference of Top-1 predicted beam: 
· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 
· System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.
· Other System performance related KPIs are not precluded and can be reported by companies.
· Other KPIs are not precluded and can be reported by companies, for example:
· Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
· Latency reduction:
· (FFS) (1 – [Total transmission time of N beams] / [Total transmission time of M beams])
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement
· where M is the total number of beams
· Power consumption reduction: FFS on details

Final summary in R1-2205641.

1.19 Agreement in RAN 1 #110
Agreement
 The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE distribution

	· FFS 10 UEs per sector/cell for system performance related KPI (if supported) [e.g,, throughput] for full buffer traffic (if supported) evaluation (model inference). 
· X UEs per sector/cell for system performance related KPI for FTP traffic (if supported) evaluation (model inference). 
· 
· Other values are not precluded 
· Number of UEs per/sector per cell during data collection (training/testing) is reported by companies if relevant
· More UEs per sector/cell for data generation is not precluded. 


	UE Antenna Configuration
	· Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)
· [Panel structure: (M,N,P) = (1,4,2)]
· panels (left, right) with (Mg, Ng) = (1, 2) as baseline
· Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams



Agreement
The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE Speed
	· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 3km/h(optional), 30km/h (baseline), 60km/h (optional), 90km/h (optional), 120km/h (optional)
· Other values are not precluded

	UE distribution
	· For spatial domain beam prediction: 
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor



Agreement
· If UE orientation is modeled, it can be independently modeled from UE moving trajectory model. 
· This is not precluded that UE orientation coupled with UE moving trajectory model. 

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
· FFS on fixed or variable number of beams (pairs)
· FFS on the details 
· Other options are not precluded. 
· FFS on the number of beams (pairs) in Set B
· Note: This does not preclude the alternative that Set B is different from Set A.

Agreement
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size
1.20 Agreements in RAN 1 #110bis
Working Assumption
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Conclusion
· For system performance related KPI (if supported) evaluation (model inference), companies report either of the following traffic model:
· Option 1: Full buffer
· Option 2: FTP model with detail assumptions (e.g., FTP model 1, FTP model 3)

Agreement
· BS antenna configuration: 
· antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ
· Other assumptions are not precluded
· BS Tx power for evaluation: 
· 40dBm (baseline)
· Other values (e.g. 34 dBm) are not precluded and can be reported by companies
· UE antenna configuration (Clarification of agreement in RAN 1 #110): 
· antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right) 
· Other assumptions are not precluded

Agreement
· For the evaluation of both BM-Case1 and BM-Case2, 32 or 64 downlink Tx beams (maximum number of available beams) at NW side. 
· Other values, e.g., 256, etc, are not precluded and can be reported by companies.
· For the evaluation of both BM-Case1 and BM-Case2, 4 or 8 downlink Rx beams (maximum number of available beams) per UE panel at UE side. 
· Other values, e.g., 16, etc, are not precluded and can be reported by companies.
Agreement
· The options to evaluate beam prediction accuracy (%):
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Where K >1 and values can be reported by companies.


Agreement 
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 
· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
Agreement 
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair considers the following options:
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Option B: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
Agreement
· For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, the set of scenarios/configurations are considered focusing on one or more of the following aspects as a starting point:
· Scenarios
· Various deployment scenarios 
· Various outdoor/indoor UE distributions 
· Various UE mobility 
· Configurations
· Various UE parameters 
· Various gNB settings 
· [Various Set B of beam(pairs)]
· Other aspects of scenarios/configurations are not precluded
· The selected scenarios/configurations for generalization verification may consider the AI model inference node (e.g., @UE or @gNB) and use case (e.g., BM-Case1, or BM-Case2)
· Companies to report the selected scenarios/configurations for generalization verification
· Note: other approaches for achieving good generalization performance for AI/ML-based schemes are not precluded.



Working Assumption
For both BM-Case1 and BM-Case 2, the following table is adopted as working assumption for reporting the evaluation results.

Table X. Evaluation results for [BM-Case1 or BM-Case2] without model generalization for [DL Tx beam prediction or Tx-Rx beam pair prediction or Rx beam prediction]
	
	Company A
	……

	Assumptions
	Number of [beams/beam pairs] in Set A
	
	

	
	Number of [beams/beam pairs] in Set B
	
	

	
	Baseline scheme
	
	

	AI/ML model
input/output
	Model input
	
	

	
	Model output
	
	

	Data Size
	Training
	
	

	
	Testing
	
	

	AI/ML model
	[Short model description]
	
	

	
	Model complexity
	
	

	
	Computational complexity
	
	

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	
	

	
	
	[KPI B]
…
	
	

	
	[L1-RSRP Diff]
	[Average L1-RSRP diff]
…
	
	

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead]
	
	

	
	
	[UCI report]
	
	

	
	
	[UPT]
…
	
	



To report the following in table caption: 
· Which side the model is deployed
Further info for the columns:
· Assumptions
· Number of beams/beam pairs in Set A
· Number of beams/beam pairs in Set B
· Baseline scheme, e.g., Option 1 (exhaustive beam sweeping), Option 2(based on measurements of Set B), or baseline described by companies
· Other assumptions can be added later based on agreements
· Model input: input type(s)
· Model output: output type(s), e.g., the best DL Tx and/or Rx beam ID, and/or L1-RSRPs of N beams(pairs) 
· Dataset size, both the size of training/validation dataset and the size of test dataset
· Short model description: e.g., CNN, LSTM
· Model complexity, in terms of “number of model parameters” and/or size (e.g. Mbyte)”, and 
· Computational complexity in terms of FLOPs
· Evaluation results: agreed KPIs, with AI/ML / with baseline scheme (if applicable)
Note: To report other simulation assumptions, if any.

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Working assumption
· For the evaluation of the overhead for BM-Case1, further study the following two metrics for potential down selection:
· Option A: RS overhead reduction, FFS for potential down selection:
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme 
· Companies report the assumption on beam sweeping
· Option 3: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies 
· Option B: RS overhead, FFS for potential down selection:
· Option 1: RS OH = N, 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· Option 2: RS OH = N + P 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies

Agreement
· At least for BM-Case 2, consider the following assumptions for evaluation
· Periodicity of time instance for each measurement/report in T1:
· 20ms, 40ms, 80ms, [100ms], 160ms, [960ms]
· Other values can be reported by companies.
· Number of time instances for measurement/report in T1 can be reported by companies.
· Time instance(s) for prediction can be reported by companies.
1.21 Agreements in RAN 1 #111 
Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· The following case for generalization verification, can be optionally considered by companies:
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
· FFS: Investigate of the feasibility the fine-tuning on the UE/Network side
Agreement
· For the evaluation of the overhead for BM-Case1, adoption the following metrics:
· RS overhead reduction, 
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Companies report the assumption on additional measurements

Agreement
· Companies report the pattern of Set B.
· Further study the performance with different patterns of set B(s) for fixed Set B (Option 1) and different pre-configured/pre-known patterns of Set B(s) (Option 2A and 2B). 

Agreement
For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, additionally considering
· Various Set B of beam(pairs)

Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.


Agreement
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.
1.22 Agreements in RAN 1 #112
Agreement
· Further study the impact of quantization error of inputed L1-RSRP (for training and inference) for AI/ML model for beam management. 
· Existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) is the starting point for evaluation at least for network-sided model. 
Agreement
· Further study on whether/how to evaluate the performance impact with L1-RSRP measurement accuracy.
 

Agreement
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam is defined as
· Option A (baseline): the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B(optional), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair is defined as
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Other options are not precluded and can be reported by companies. 
· Note: This is only for evaluation discussion 

Agreement
· For AI/ML models, which provide L1-RSRP as the model output, to evaluate the accuracy of predicted L1-RSRP, companies optionally report average (absolute value)/CDF of the predicted L1-RSRP difference, where the predicted L1-RSRP difference is defined as:
· The difference between the predicted L1-RSRP of Top-1[/K] predicted beam and the ideal L1-RSRP of the same beam.

Agreement
· For the evaluation of Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), further study the following options as AI/ML model inputs 
· Alt 2: Implicit information of Tx beam ID and/or Rx beam ID
· E.g., measurements of Set B of beams together with default values (e.g. 0) for the beams not in Set B are used as AI inputs in a certain order/ matrix/ vector. 
· Detailed assumption can be reported by companies.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly 
· Note: Specification impact can be discussed separately.  
Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)
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