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1. [bookmark: _Toc120549591]Introduction
[bookmark: _Hlk521259925]In RAN1#112 meeting [1], the following agreements for evaluation methodology and KPIs have been approved.
Agreement
· Further study the impact of quantization error of inputed L1-RSRP (for training and inference)  for AI/ML model for beam management. 
· Existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) is the starting point for evaluation at least for network-sided model. 
Agreement
· Further study on whether/how to evaluate the performance impact with L1-RSRP measurement accuracy. 

Agreement
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam is defined as
· Option A (baseline): the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B(optional), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair is defined as
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Other options are not precluded and can be reported by companies. 
· Note: This is only for evaluation discussion 

Agreement
· For AI/ML models, which provide L1-RSRP as the model output, to evaluate the accuracy of predicted L1-RSRP, companies optionally report average (absolute value)/CDF of the predicted L1-RSRP difference, where the predicted L1-RSRP difference is defined as:
· The difference between the predicted L1-RSRP of Top-1[/K] predicted beam and the ideal L1-RSRP of the same beam.

Agreement
· For the evaluation of Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), further study the following options as AI/ML model inputs 
· Alt 2: Implicit information of Tx beam ID and/or Rx beam ID
· E.g., measurements of Set B of beams together with default values (e.g. 0) for the beams not in Set B are used as AI inputs in a certain order/ matrix/ vector. 
· Detailed assumption can be reported by companies.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly 
· Note: Specification impact can be discussed separately.  

Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)
In this contribution, we concentrate on beam management procedure and performance results of spatial-domain beam prediction (BM-Case1). 
2. Beam management procedure
Traditional beam management procedure includes beam selection (P1), transmit beam sweeping (P2) and reception beam sweeping (P3) procedure. The usage of AI/ML in beam management can substitute part of traditional beam management procedure. For example, following 4 usage of AI/ML can be considered as a starting point:
· Option 1: AI/ML can be used to predict Top-1 Tx beam based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 and P2 procedure
· Option 2: AI/ML can be used to predict Top-K Tx beams based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 procedure 
· Option 3: AI/ML can be used to predict Top-1 Tx-Rx beam pair based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and whole P2+P3 procedure or P1 and part of P2+P3 procedure
· Option 4: AI/ML can be used to predict Top-K Tx-Rx beam pairs based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and part of P2+P3 procedure
Proposal 1: For usage of AI/ML in beam management, following options can be considered as a starting point:
· Option 1: AI/ML can be used to predict Top-1 Tx beam based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 and P2 procedure
· Option 2: AI/ML can be used to predict Top-K Tx beams based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 procedure 
· Option 3: AI/ML can be used to predict Top-1 Tx-Rx beam pair based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and whole P2+P3 procedure or P1 and part of P2+P3 procedure
· Option 4: AI/ML can be used to predict Top-K Tx-Rx beam pairs based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and part of P2+P3 procedure
3. KPI discussion
In RAN1#109-e meeting [2], the beam prediction accuracy (%) with 1dB margin for Top-1 beam has been defined as the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam”. In RAN1#110bis e-meeting, the beam prediction accuracy (%) of Top-1, Top-K/1, Top-1/K were discussed. In our view, if the Top-1 genie-aided beam (pair) is not included in the Top-K predicted beam (pair), but the ideal highest L1-RSRP of the predicted Top-K beams (pairs) is within 1 dB of the L1-RSRP of the Top-1 genie-aided beam, the performance loss can be negligible. Therefore, we propose to define the KPI “Beam prediction accuracy (%) with 1dB margin for Top-K beam” as follows.
Proposal 2: The definition of beam prediction accuracy (%) with 1 dB margin for Top-K beams is:
·  The percentage of “the ideal highest L1-RSRP of the predicted Top-K beams is within 1 dB of the L1-RSRP of the Top-1 genie-aided beam” 
In RAN1 111 meeting, one option of metrics of RS overhead reduction for BM-Case2 is agreed, another option 3 is further discussed in 112 meeting. Option 3 is differentiated into two options as follow.
· Option 3a:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each repeated time window
· where M is the total number of beams (pairs) to be predicted for each repeated time window
· Companies to report the assumption on the repeated time-window (e.g. periodicity)
· Option 3b:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each history time instance
· where  the beams (pairs) required for additional measurements after the prediction for each future time instance if applicable.
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
We think the agreed option 2 is enough for evaluating RS overhead reduction for BM-Case2. In our understanding, option 3a includes the RS overhead of beam sweeping after beam prediction, then it is quite similar to option 2. For option 3b, the definition of periodicity of time instance is not clear. For example, in a time window with periodicity of 1s, 4 time instances for measurement with 200ms interval between 2 time instances are used to predict Top K beams of future 2 time instances with 100ms interval between 2 time instances. If periodicity of time instance for measurements is 200ms, periodicity of time instance for prediction is 100ms, option 3b is not accurate since it does not calculate the number of time instances for measurement and prediction in a time window correctly. 
4. Evaluation results of BM-Case1
In this section, we provide the evaluation results of BM-Case1. In our simulation, both Tx-Rx beam pair prediction and DL Tx beam prediction are considered.
4.1. Evaluation assumption
The evaluation assumption in our simulations is given as follows.
Table 1. Evaluation assumption for BM-Case1
	Parameters
	Values

	UE distribution
	·  20 UEs per cell for dataset generation
·  80% indoor ,20% outdoor as in TR 38.901

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ 
TXRU weights mapping: (Mp, Np, P, Mg, Ng) = (1,1,2,1,1)
64 Tx beams with:
Azimuth angle φi = [-7*pi/16, -5*pi/16, -3*pi/16, -pi/16, pi/16, 3*pi/16, 5*pi/16, 7*pi/16] 
Zenith angle θj = [8*pi/16, 9*pi/16, 10*pi/16, 11*pi/16, 12*pi/16, 13*pi/16, 14*pi/16, 15*pi/16]

	UE Antenna Configuration
	(M,N,P) = (1,4,2)], (Mg, Ng) = (1, 1)
TXRU weights mapping: (Mp, Np, P, Mg, Ng) = (1,1,2,1,1)
4 Rx beams with:
Azimuth angle φi = [-3*pi/8, -pi/8, pi/8, 3*pi/8] 
Zenith angle θj = pi/2

	Set B selection
	 (NTx* NRx)= (4*4),(6,4), (8*4),(10,4), (12*4)


4.2. Evaluation results of Tx-Rx beam pair prediction
4.2.1. Option 1: Set B is fixed
In this subsection, we show the beam prediction accuracy and RS overhead reduction (Option2) of Tx-Rx beam pair prediction when Set B is fixed. We consider two AI/ML models in the simulation. For one model, the model output is L1-RSRP for all beam pairs in set A and Top-K beam pair ID. For the other model, the model output is the probability of becoming Top-1 beam pair for all beam pairs in set A and the Top-K beam pair ID.
Three different beam pair patterns in Set B are considered: (NTx* NRx)= (4*4), (8*4), (12*4), where NTx is the number of Tx beams for measurement in Set B and NRx is the number of Rx beams used in Set B. Set A includes (MTx* MRx)=(64*4) beam pairs. Option 1 of exhaustive beam sweeping in Set A is considered as the baseline. The evaluation results of the two models are shown in Table 2.
Table 2. Evaluation results for BM-Case1 without model generalization for Tx-Rx beam pair prediction 
	Assumptions
	Number of beam pairs in Set A
	(MTx* MRx)=64*4
	(MTx* MRx)=64*4

	
	Number of beam pairs in Set B
	Config1: (NTx* NRx)= (4*4)
Config2: (NTx* NRx)= (8*4)
Config3: (NTx* NRx)= (12*4)
	Config1: (NTx* NRx)= (4*4)
Config2: (NTx* NRx)= (8*4)
Config3: (NTx* NRx)= (12*4)

	
	Baseline scheme
	Option1
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP of beam pairs in Set B
	L1-RSRP of beam pairs in Set B

	
	Model output
	Top-K beam pair ID and corresponding L1-RSRP
	Top-K beam pair ID

	Data Size
	Training
	39600
	39600

	
	Testing
	3960
	3960

	AI/ML model
	Short model description
	CNN
	CNN

	
	Model complexity
	Config1 (4*4): 2.32×106
Config2 (8*4): 2.58×106
Config3 (12*4): 2.85×106
	Config1 (4*4): 1.35×106
Config2 (8*4): 1.61×106
Config3 (12*4): 1.87×106

	
	Computational complexity
	Config1 (4*4): 1.93×106
Config2 (8*4): 3.84×106
Config3 (12*4): 3.75×106
	Config1 (4*4): 2.69×106
Config2 (8*4): 3.21×106
Config3 (12*4): 3.74×106

	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)

	Config1 (4*4): 57.6%
Config2 (8*4): 73.9%
Config3 (12*4): 82.3%
baseline:100%
	Config1 (4*4): 61.1%
Config2 (8*4): 79.6%
Config3 (12*4): 86%
baseline:100%

	
	
	Top-2/1 (%)
	Config1 (4*4): 75.6%
Config2 (8*4): 90.5%
Config3 (12*4): 94.5%
baseline:100%
	Config1 (4*4): 79.1%
Config2 (8*4): 93.1%
Config3 (12*4): 96.1%
baseline:100%

	
	
	Top-3/1 (%)

	Config1 (4*4): 83%
Config2 (8*4): 94.5%
Config3 (12*4): 96.9%
baseline:100%
	Config1 (4*4): 87.1%
Config2 (8*4): 96.1%
Config3 (12*4): 97.7%
baseline:100%

	
	RS overhead Reduction (%): 1-N/M with Option2
	Top-1
	Config1 (4*4): 93.4%
Config2 (8*4): 87.1%
Config3 (12*4): 80.9%

	
	
	Top-2
	Config1 (4*4): 93%
Config2 (8*4): 86.7%
Config3 (12*4): 80.5%

	
	
	Top-3
	Config1 (4*4): 92.6%
Config2 (8*4): 86.3%
Config3 (12*4): 80%


It can be observed that with the increasing of K (from Top-1 to Top-3), the prediction accuracy of AI model improves significantly, while the increased beam sweeping overhead is small. Selecting an appropriate value of K can achieve a trade-off between prediction accuracy and beam sweeping overhead.
For beam measurement pattern of 8*4 and 12*4, compared with baseline option 1, when selecting Top-3 beam pairs from the AI model, the prediction accuracy of AI model is close to the result of exhaustive beam sweeping, but the beam sweeping overhead is much smaller. For example, for 12*4 measurement pattern, the two AI models respectively have 3.1% and 2.3% prediction accuracy loss compared to option 1, but can save 80% beam sweeping overhead. 
4.2.2. Option 2: Set B is variable
In this subsection, we show the beam prediction accuracy and RS overhead reduction of Tx-Rx beam pair prediction when Set B is variable. We assume Set B can be selected from the five beam pair patterns: (NTx* NRx)= (4*4),(6,4), (8*4),(10,4), (12*4). The mixed data samples of five beam patterns are used for both training and testing. The input of the AI/ML model is L1-RSRP of all beam pairs in Set A, but only the L1-RSRP values of beam pairs in Set B are measured, L1-RSRP of other beam pairs are set as a particular value, e.g., 0. The evaluation results are shown in Table 3. The beam prediction accuracy/RS overhead in the table is the average value over five beam pair patterns of Set B.
Table 3. Evaluation results for BM-Case1 without model generalization for Tx-Rx beam pair prediction 
	Assumptions
	Number of beam pairs in Set A
	(MTx* MRx)=64*4

	
	Number of beam pairs in Set B
	Selected from the follow beam pair patterns: (NTx* NRx)= (4*4),(6,4),(8*4),(10,4), (12*4).

	
	Baseline scheme
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP of all beam pairs in Set A (but only L1-RSRP of beam pairs in Set B is useful)

	
	Model output
	Top-K beam pair ID and corresponding L1-RSRP

	Data Size
	Training
	200000

	
	Testing
	20000

	AI/ML model
	Short model description
	CNN

	
	Model complexity
	3.1×106


	
	Computational complexity
	29.9×106


	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)
	71.7%
baseline:100%

	
	
	Top-2/1 (%)
	89%
baseline:100%

	
	
	Top-3/1 (%)
	93.5%
baseline:100%

	
	RS overhead Reduction (%): 1-N/M with Option 2
	Top-1
	87.1%

	
	
	Top-2
	86.7%

	
	
	Top-3
	86.3%


It can be seen that when Set B is variable, the AI/ML model can achieve satisfactory performance with the cost of higher model complexity and computational complexity. For Top-3 beam pair prediction, the AI model can achieve average 93.5% beam pair prediction accuracy and reduce 86.3% RS overhead. 
Compared with fixed set B with less beam pairs, variable set B achieves higher prediction accuracy than fixed set B. With the increase of beam pairs in fixed set B, the prediction accuracy of variable set B becomes lower than fixed set B, but AI model with variable set B input has benefit in adapting to different set B patterns.
Observation 1: For BM-Case 1 with Tx-Rx beam pair prediction, variable set B performs better than fixed set B with less beam pairs, but has lower prediction accuracy when the number of beam pairs in fixed set B increases.
Above all, for BM-Case1, AI based spatial Tx-Rx beam pair prediction can largely reduce beam sweeping overhead with minor loss of prediction accuracy for Top-K beam pair.
[bookmark: _Hlk118643559]Observation 2: Compared with baseline option 1, BM-Case 1 with Tx-Rx beam pair prediction has minor loss of prediction accuracy for Top-3 beam pair but has large beam sweeping overhead reduction.
4.3. Evaluation results of DL Tx beam prediction
4.3.1. Option 1: Set B is fixed
In this subsection, we show the beam prediction accuracy and RS overhead reduction of DL Tx beam prediction when Set B is fixed. Similar to Tx-Rx beam pair prediction, we consider two AI/ML models in the simulation. For one model, the model output is L1-RSRP for all beams in set A and Top-K beam ID. For the other model, the model output is the probability of becoming Top-1 beam for all beams in set A and the Top-K beam ID. Three different beam patterns in Set B are considered: NTx= 4, 8, 12. For Rx beam assumption, we consider the following three options.
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
Regarding the selection of “best” Rx beam with exhaustive beam sweeping in option 1, RAN1 112 meeting provides following 6 options.
Proposal 3.2-1e=>3.2-1f
· At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Case 0: the best Rx beam for the best Tx beam within Set B 
· Case 1: the best Rx beam searched for one Tx beam within Set B 
· Case 2: the best Rx beam for each Tx beam within Set B
· Case 3: the best Rx beam among specific Rx beams for each Tx beam within Set B
· Case 4: the best Rx beam among specific Rx beams for the best Tx beam within Set B
· Case 5: the best Rx beam for the best Tx beam within Set A
For case 0, there is only one best Rx beam per model input sample, the best Rx beam is the Rx beam of best Tx beam among all Tx Rx beam pairs corresponding to set B, but it is not the best Rx beam of other Tx beams in set B. Case 1 is not reasonable since if the Tx beam selection is not suitable, comparing performance with baseline option 1 is meaningless. For case 2, there are multiple best Rx beams per model input sample. Case 2 is preferred since it can reflect the upper bound of performance of DL Tx beam prediction. Case 3 and 4 are similar to case 2 and 0, the different point is best Rx beam selection is limited to a Rx beam subset, thus it can not reflect the upper bound of performance of DL Tx beam prediction. Case 5 is also not reasonable since the best Rx beam for the best Tx beam within Set A does not mean the best Rx beam within Set B. 
Above all, we think option 1 aims to compare the performance of AI model to the upper bound performance of DL Tx beam prediction, thus case 2 can be adopted to select the best Rx beam.
Proposal 3: For Rx beam assumption option 1 of DL Tx beam prediction, the best Rx beam for each Tx beam within Set B is used for providing input for AI/ML model for training and/or inference.
For Option2a, the specific Rx beam per model input sample is selected by a pre-defined order. For option 2b, the specific Rx beam for all model input sample is Rx beam #1. 
Exhaustive beam sweeping in Set A is considered as the baseline. The Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams. The evaluation results with Rx beam assumption Option 1 are shown in Table 4.
Table 4. Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with Rx beam assumption of Option 1 
	[bookmark: _Hlk127192467]Assumptions
	Number of beams in Set A
	64
	64

	
	Number of beams in Set B
	Config1: NTx= 4
Config2: NTx= 8
Config3: NTx= 12
	Config1: NTx= 4
Config2: NTx= 8
Config3: NTx= 12

	
	Baseline scheme
	Option1
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP measurement based on Set B
	L1-RSRP measurement based on Set B

	
	Model output
	Top-K DL Tx beam ID and corresponding L1-RSRP
	Top-K DL Tx beam ID

	Data Size
	Training
	39600
	39600

	
	Testing
	3960
	3960

	AI/ML model
	Short model description
	CNN
	CNN

	
	Model complexity
	Config1 (NTx= 4): 1.30×106
Config2 (NTx= 8): 1.56×106
Config3 (NTx= 12): 1.82×106
	Config1 (NTx= 4): 1.30×106
Config2 (NTx= 8): 1.56×106
Config3 (NTx= 12): 1.82×106

	
	Computational complexity
	Config1 (NTx= 4): 2.59×106
Config2 (NTx= 8): 3.12×106
Config3 (NTx= 12): 3.64×106
	Config1 (NTx= 4): 2.59×106
Config2 (NTx= 8): 3.12×106
Config3 (NTx= 12): 3.64×106

	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)

	Config1 (NTx= 4): 56.8%
Config2 (NTx= 8): 86.5%
Config3 (NTx= 12): 92.0%
baseline:100%
	Config1 (NTx= 4): 66.8%
Config2 (NTx= 8): 83.5%
Config3 (NTx= 12): 91%
baseline:100%

	
	
	Top-2/1 (%)
	Config1 (NTx= 4): 75.2%
Config2 (NTx= 8): 95.7%
Config3 (NTx= 12): 98.5%
baseline:100%
	Config1 (NTx= 4): 81.2%
Config2 (NTx= 8): 94.2%
Config3 (NTx= 12): 97.9%
baseline:100%

	
	
	Top-3/1 (%)

	Config1 (NTx= 4): 84.8%
Config2 (NTx= 8): 97.6%
Config3 (NTx= 12): 99.4%
baseline:100%
	Config1 (NTx= 4): 87.3%
Config2 (NTx= 8): 97.0%
Config3 (NTx= 12): 98.9%
baseline:100%

	
	RS overhead Reduction (%): 1-N /M with Option 2
	Top-1
	Config1 (4*4): 93.4%
Config2 (8*4): 87.1%
Config3 (12*4): 80.9%

	
	
	Top-2
	Config1 (4*4): 93%
Config2 (8*4): 86.7%
Config3 (12*4): 80.5%

	
	
	Top-3
	Config1 (4*4): 92.6%
Config2 (8*4): 86.3%
Config3 (12*4): 80%


From the results in Table 4, it can be observed that with the increasing of K (from Top-1 to Top-3), the prediction accuracy of DL Tx beam increases significantly. For Top-2 and Top-3 DL Tx beam prediction of NTx= 8 and 12, the two AI models can achieve almost 95% and above beam prediction accuracy while reducing 80% and above RS overhead. 
Observation 3: Compared with baseline option 1, BM-Case 1 with DL Tx beam prediction with Rx beam assumption Option 1 has minor loss of prediction accuracy for Top-2 and Top-3 beam prediction but has large beam sweeping overhead reduction.
The evaluation results of DL Tx beam prediction with Rx beam assumption of Option 2a and Option 2b are shown in Table 5 and Table 6, respectively.
Table 5. Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with Rx beam assumption of Option 2a 
	Assumptions
	Number of beams in Set A
	64
	64

	
	Number of beams in Set B
	Config1: NTx= 4
Config2: NTx= 8
Config3: NTx= 12
	Config1: NTx= 4
Config2: NTx= 8
Config3: NTx= 12

	
	Baseline scheme
	Option1
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP measurement based on Set B
	L1-RSRP measurement based on Set B

	
	Model output
	Top-K DL Tx beam ID and corresponding L1-RSRP
	Top-K DL Tx beam ID

	Data Size
	Training
	39600
	39600

	
	Testing
	3960
	3960

	AI/ML model
	Short model description
	CNN
	CNN

	
	Model complexity
	Config1 (NTx= 4): 1.30×106
Config2 (NTx= 8): 1.56×106
Config3 (NTx= 12): 1.82×106
	Config1 (NTx= 4): 1.30×106
Config2 (NTx= 8): 1.56×106
Config3 (NTx= 12): 1.82×106

	
	Computational complexity
	Config1 (NTx= 4): 2.59×106
Config2 (NTx= 8): 3.12×106
Config3 (NTx= 12): 3.64×106
	Config1 (NTx= 4): 2.59×106
Config2 (NTx= 8): 3.12×106
Config3 (NTx= 12): 3.64×106

	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)

	Config1 (NTx= 4): 39.6%
Config2 (NTx= 8): 71.8%
Config3 (NTx= 12): 85.3%
baseline:100%
	Config1 (NTx= 4): 55.1%
Config2 (NTx= 8): 76.1%
Config3 (NTx= 12): 85.9%
baseline:100%

	
	
	Top-2/1 (%)
	Config1 (NTx= 4): 57.3%
Config2 (NTx= 8): 88%
Config3 (NTx= 12): 94.2%
baseline:100%
	Config1 (NTx= 4): 70.5%
Config2 (NTx= 8): 89.5%
Config3 (NTx= 12): 94.6%
baseline:100%

	
	
	Top-3/1 (%)

	Config1 (NTx= 4): 68.2%
Config2 (NTx= 8): 92.4%
Config3 (NTx= 12): 96.4%
baseline:100%
	Config1 (NTx= 4): 78.1%
Config2 (NTx= 8): 93.0%
Config3 (NTx= 12): 96.6%
baseline:100%

	
	RS overhead Reduction (%): 1-N /M with Option 2
	Top-1
	Config1 (NTx= 4): 96.9%
Config2 (NTx= 8): 95.3%
Config3 (NTx= 12): 93.8%

	
	
	Top-2
	Config1 (NTx= 4): 95.3%
Config2 (NTx= 8): 93.8%
Config3 (NTx= 12): 92.2%

	
	
	Top-3
	Config1 (NTx= 4): 93.8%
Config2 (NTx= 8): 92.2%
Config3 (NTx= 12): 90.6%


Table 6. Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with Rx beam assumption of Option 2b 
	Assumptions
	Number of beams in Set A
	64
	64

	
	Number of beams in Set B
	Config1: NTx= 4
Config2: NTx= 8
Config3: NTx= 12
	Config1: NTx= 4
Config2: NTx= 8
Config3: NTx= 12

	
	Baseline scheme
	Option1
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP measurement based on Set B
	L1-RSRP measurement based on Set B

	
	Model output
	Top-K DL Tx beam ID and corresponding L1-RSRP
	Top-K DL Tx beam ID

	Data Size
	Training
	39600
	39600

	
	Testing
	3960
	3960

	AI/ML model
	Short model description
	CNN
	CNN

	
	Model complexity
	Config1 (NTx= 4): 1.30×106
Config2 (NTx= 8): 1.56×106
Config3 (NTx= 12): 1.82×106
	Config1 (NTx= 4): 1.30×106
Config2 (NTx= 8): 1.56×106
Config3 (NTx= 12): 1.82×106

	
	Computational complexity
	Config1 (NTx= 4): 2.59×106
Config2 (NTx= 8): 3.12×106
Config3 (NTx= 12): 3.64×106
	Config1 (NTx= 4): 2.59×106
Config2 (NTx= 8): 3.12×106
Config3 (NTx= 12): 3.64×106

	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)

	Config1 (NTx= 4): 43.8%
Config2 (NTx= 8): 72.1%
Config3 (NTx= 12): 84.8%
baseline:100%
	Config1 (NTx= 4): 53.4%
Config2 (NTx= 8): 75.5%
Config3 (NTx= 12): 86.1%
baseline:100%

	
	
	Top-2/1 (%)
	Config1 (NTx= 4): 58.9%
Config2 (NTx= 8): 89%
Config3 (NTx= 12): 94.1%
baseline:100%
	Config1 (NTx= 4): 69.3%
Config2 (NTx= 8): 89.0%
Config3 (NTx= 12): 94.8%
baseline:100%

	
	
	Top-3/1 (%)

	Config1 (NTx= 4): 68.8%
Config2 (NTx= 8): 93.5%
Config3 (NTx= 12): 96.7%
baseline:100%
	Config1 (NTx= 4): 77.7%
Config2 (NTx= 8): 93.3%
Config3 (NTx= 12): 97.0%
baseline:100%


[bookmark: _Hlk127195243]Comparing the results in Table 4-6, it can be observed that DL Tx beam prediction with the “best” Rx beam achieves higher prediction accuracy than that of DL Tx beam prediction with specific Rx beam. However, if a proper number of beams in Set B (e.g., 8 or 12) is selected, with Rx beam assumption 2a and 2b, the beam prediction accuracy for Top-3 DL Tx beam prediction can also be greater than 90%.
Observation 4: For BM-Case1, DL Tx beam prediction with the “best” Rx beam achieves higher prediction accuracy than that of DL Tx beam prediction with specific Rx beam.
Comparing AI models with different output, AI model with output of probability of becoming Top-1 beam pair achieves higher prediction accuracy than AI model with output of L1-RSRP, especially for less beams in set B and comparatively small Top K bream prediction. For DL Tx beam prediction with Rx beam assumption option 2a and 2b, when NTx= 4, AI model with output of probability of becoming Top-1 beam pair is above 10% higher than AI model with output of L1-RSRP in Top 1 bream prediction accuracy.
Observation 5: For BM-Case 1 with fixed set B, AI model with output of probability of becoming Top-1 beam pair achieves higher prediction accuracy than AI model with output of L1-RSRP.
4.3.2. Option 2: Set B is variable
In this subsection, we show the beam prediction accuracy and RS overhead reduction of Tx beam prediction when Set B is variable. Five different beam patterns in Set B are considered: NTx= 4, 6, 8, 10, 12. The mixed data samples of five beam patterns are used for both training and testing. The evaluation results for three Rx beam assumption are shown in Table 7-9. 
Table 7. Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with Rx beam assumption of Option 1 
	Assumptions
	Number of beams in Set A
	64

	
	Number of beams in Set B
	Selected from the follow Tx beam  patterns: NTx= 4, 6, 8, 10, 12.

	
	Baseline scheme
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP measurement based on Set B

	
	Model output
	Top-K DL Tx beam ID and corresponding L1-RSRP

	Data Size
	Training
	50000

	
	Testing
	9900

	AI/ML model
	Short model description
	CNN

	
	Model complexity
	2.2×106


	
	Computational complexity
	88.6×106


	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)
	71.4%
baseline:100%

	
	
	Top-2/1 (%)
	87.0%
baseline:100%

	
	
	Top-3/1 (%)
	91.9%
baseline:100%

	
	RS overhead Reduction (%): 1-N/M with Option 2
	Top-1
	87.1%

	
	
	Top-2
	86.7%

	
	
	Top-3
	86.3%


Table 8. Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with Rx beam assumption of Option 2a 
	Assumptions
	Number of beams in Set A
	64

	
	Number of beams in Set B
	Selected from the follow Tx beam  patterns: NTx= 4, 6, 8, 10, 12.

	
	Baseline scheme
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP measurement based on Set B

	
	Model output
	Top-K DL Tx beam ID and corresponding L1-RSRP

	Data Size
	Training
	50000

	
	Testing
	9900

	AI/ML model
	Short model description
	CNN

	
	Model complexity
	2.2×106


	
	Computational complexity
	88.6×106


	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)
	62.7%
baseline:100%

	
	
	Top-2/1 (%)
	80.1%
baseline:100%

	
	
	Top-3/1 (%)
	86.5%
baseline:100%

	
	RS overhead Reduction (%): 1-N/M with Option 2
	Top-1
	92.2%

	
	
	Top-2
	90.6%

	
	
	Top-3
	89.1%


Table 9. Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with Rx beam assumption of Option 2b 
	Assumptions
	Number of beams in Set A
	64

	
	Number of beams in Set B
	Selected from the follow Tx beam  patterns: NTx= 4, 6, 8, 10, 12.

	
	Baseline scheme
	Option1

	AI/ML model
input/output
	Model input
	L1-RSRP measurement based on Set B

	
	Model output
	Top-K DL Tx beam ID and corresponding L1-RSRP

	Data Size
	Training
	50000

	
	Testing
	9900

	AI/ML model
	Short model description
	CNN

	
	Model complexity
	2.2×106


	
	Computational complexity
	88.6×106


	Evaluation results
[With AI/ML / baseline]
	Beam prediction accuracy (%)
	Top-1 (%)
	62.1%
baseline:100%

	
	
	Top-2/1 (%)
	78.7%
baseline:100%

	
	
	Top-3/1 (%)
	85.7%
baseline:100%

	
	RS overhead Reduction (%): 1-N/M with Option 2
	Top-1
	92.2%

	
	
	Top-2
	90.6%

	
	
	Top-3
	89.1%


It can be seen that when Set B is variable, DL Tx beam prediction with the “best” Rx beam achieves higher prediction accuracy than that of DL Tx beam prediction with specific Rx beam. However, if a proper number of Top K (e.g., 3) is selected, with Rx beam assumption 2a and 2b, the beam prediction accuracy can also be greater than 85% with above 89% RS overhead reduction.
Compared with fixed set B with less beams, variable set B achieves higher prediction accuracy than fixed set B. With the increase of beams in fixed set B, the prediction accuracy of variable set B becomes lower than fixed set B, but AI model with variable set B input has benefit in adapting to different set B patterns.
Observation 6: For BM-Case 1 with DL Tx beam prediction, variable set B performs better than fixed set B with less beams, but has lower prediction accuracy when the number of beams in fixed set B increases.
Above all, for BM-Case1 with Tx beam prediction, at least Rx beam assumption Option 1 can largely reduce beam sweeping overhead with minor loss of prediction accuracy for Top-K beam.
Observation 7: Compared with baseline option 1, BM-Case 1 with Tx beam prediction with Rx beam assumption Option 1 has minor loss of prediction accuracy for Top-3 beam but has large beam sweeping overhead reduction.
4.4. Comparison of Tx-Rx beam pair prediction and DL Tx beam prediction
In this section, we compare the performance of Tx-Rx beam pair prediction and DL Tx beam prediction under the same RS overhead. 
Comparing the results in section 4.2.1 and 4.3.1, with fixed set B and with Rx beam assumption Option 1, DL Tx beam prediction achieves higher prediction accuracy than Tx-Rx beam pair prediction especially for Top-1 beam (pair) prediction for comparatively large beam (pair) in set B. For example, DL Tx beam prediction outperforms Tx-Rx beam pair prediction with 5% prediction accuracy for Top-1 beam (pair) prediction for NTx= 12 in set B. When Top K increases, the advantage of DL Tx beam prediction in prediction accuracy reduces. 
Comparing the results in section 4.2.2 and 4.3.2, with variable set B and with Rx beam assumption Option 1, DL Tx beam prediction achieves similar prediction accuracy with Tx-Rx beam pair prediction especially for Top-1 beam (pair) prediction. When Top K increases (e.g. K=3), the prediction accuracy of DL Tx beam prediction is slightly lower (e.g. 1.6%) than Tx-Rx beam pair prediction.
Observation 8: For BM-Case 1 with fixed set B, Tx beam prediction with Rx beam assumption Option 1 achieves higher prediction accuracy than Tx-Rx beam pair prediction especially for comparatively small Top-K beam prediction and more beam (pair) in set B. 
Observation 9: For BM-Case 1 with variable set B, Tx beam prediction with Rx beam assumption Option 1 achieves similar prediction accuracy with Tx-Rx beam pair prediction.
5. Conclusion
In this contribution, we have presented our views on beam management procedure and performance results of BM-Case1. The following observations and proposals are made.
Proposal 1: For usage of AI/ML in beam management, following options can be considered as a starting point:
· Option 1: AI/ML can be used to predict Top-1 Tx beam based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 and P2 procedure
· Option 2: AI/ML can be used to predict Top-K Tx beams based on sparse Tx beam sweeping (subset of narrow beams or wide beams)
· E.g., to substitute part of P1 procedure 
· Option 3: AI/ML can be used to predict Top-1 Tx-Rx beam pair based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and whole P2+P3 procedure or P1 and part of P2+P3 procedure
· Option 4: AI/ML can be used to predict Top-K Tx-Rx beam pairs based on sparse Tx beam sweeping 
· E.g., to substitute part of P1 and part of P2+P3 procedure
Proposal 2: The definition of beam prediction accuracy (%) with 1 dB margin for Top-K beams is:
·  The percentage of “the ideal highest L1-RSRP of the predicted Top-K beams is within 1 dB of the L1-RSRP of the Top-1 genie-aided beam” 
Proposal 3: For Rx beam assumption option 1 of DL Tx beam prediction, the best Rx beam for each Tx beam within Set B is used for providing input for AI/ML model for training and/or inference.
[bookmark: _GoBack]Observation 1: For BM-Case 1 with Tx-Rx beam pair prediction, variable set B performs better than fixed set B with less beam pairs, but has lower prediction accuracy when the number of beam pairs in fixed set B increases.
Observation 2: Compared with baseline option 1, BM-Case 1 with Tx-Rx beam pair prediction has minor loss of prediction accuracy for Top-3 beam pair but has large beam sweeping overhead reduction.
Observation 3: Compared with baseline option 1, BM-Case 1 with DL Tx beam prediction with Rx beam assumption Option 1 has minor loss of prediction accuracy for Top-2 and Top-3 beam prediction but has large beam sweeping overhead reduction.
Observation 4: For BM-Case1, DL Tx beam prediction with the “best” Rx beam achieves higher prediction accuracy than that of DL Tx beam prediction with specific Rx beam.
Observation 5: For BM-Case 1 with fixed set B, AI model with output of probability of becoming Top-1 beam pair achieves higher prediction accuracy than AI model with output of L1-RSRP.
Observation 6: For BM-Case 1 with DL Tx beam prediction, variable set B performs better than fixed set B with less beams, but has lower prediction accuracy when the number of beams in fixed set B increases.
Observation 7: Compared with baseline option 1, BM-Case 1 with Tx beam prediction with Rx beam assumption Option 1 has minor loss of prediction accuracy for Top-3 beam but has large beam sweeping overhead reduction.
Observation 8: For BM-Case 1 with fixed set B, Tx beam prediction with Rx beam assumption Option 1 achieves higher prediction accuracy than Tx-Rx beam pair prediction especially for comparatively small Top-K beam prediction and more beam (pair) in set B. 
Observation 9: For BM-Case 1 with variable set B, Tx beam prediction with Rx beam assumption Option 1 achieves similar prediction accuracy with Tx-Rx beam pair prediction.
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