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1. Introduction 
In RAN#94-e, the Rel-18 SID for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface was approved [1], the objective of this study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. In this SID, one specific use case for AI/ML is CSI feedback enhancement.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we will share our views on AI/ML for CSI feedback enhancement, including some recommended sub use cases and the potential specification impacts of these sub use cases.
2. Potential spec impact for CSI compression
2.1. Training collaboration
In previous meetings [2] [3] [4], for the AI/ML model training collaboration types and their spec impacts, we have the following agreements:
	[bookmark: _Hlk131548004]Agreement
[bookmark: _Hlk115344030]In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· [bookmark: _Hlk115343842]Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· [bookmark: _Hlk131535830]Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 





Fig.1 Procedure with model training at network side for Type 1 training
For Type 1 joint training, considering the computing capability of mobile terminal is limited, we assume the model training is performed at NW side. A basic procedure of AI based CSI feedback with AI model training at network side is shown in Fig.1. The following is the procedure for model training: UE take the eigenvectors of channel information computed via CSI-RS as training data. Then, UE reports the training data to network side and then network side could use the training data for model training or model generation. After the AI model is trained at network side, the encoder part of AI model is transmitted to UE. 
When UE has received CSI-RS and measured the channel information, the UE compresses the measured CSI via the encoder and then report the encoder results to network side. The network will recover the received CSI to eigenvectors or other kinds of channel information via the decoder. 
[bookmark: _Hlk115343754]For Type 1 training collaboration, one open issue is how to exchange AI model between network and UE. It is not only related to the model representation format between UE and gNB, but also related to the intellectual property issue of AI algorithm. The potential solutions for model transfer also need some conclusions made in 9.2.1 sub-agenda and progresses in RAN 2.
Proposal 1: For CSI compression using two-sided model, when using Type 1 training collaboration, the potential spec impact on AI model transfer need to be studied.
Besides, if the joint training is performed at NW side, the dataset collection for training may be needed, as the channel information is measured at UE side. 
Proposal 2: For CSI compression using two-sided model, when using Type 1 training collaboration, the potential spec impact on dataset collection for training need to be studied.


Fig.2 Procedure with model training at network side for Type 3 with NW-first training
[bookmark: _Hlk115344525]For Type 3 training collaboration, when the generation part at UE side and the reconstruction part at network side use different AI model structure or different quantization method, the recovery accuracy will suffer some degradation. Therefore, some assistance signaling for AI model information may be needed to help improve CSI recovery accuracy.
Proposal 3: For CSI compression using two-sided model, when using Type 3 training collaboration, the potential spec impact on assistance signaling for AI model information need to be studied.

Whether model can be kept proprietary
As for whether model can be kept proprietary, for Type 1 training, it is up to whether the model is in open format or proprietary format. If the model is transferred in vendor-/device-specific proprietary format, from 3GPP perspective, like a device-specific binary executable format, it is convenient to keep model proprietary. However, if it is open format, the model is in specified format that are mutually recognizable across vendors and interoperability is allowed, maybe it is not easy to keep model proprietary.
For Type 3 training, since only the dataset and some assistance information will be shared to the other side, the other part of model is excluded for sharing, we think the model can keep proprietary in Type 3 training. 
Proposal 4: For CSI compression using Type 1 training collaboration, whether model can be kept proprietary is up to whether the model is transferred in open format or proprietary format.
Proposal 5: For CSI compression using Type 3 training collaboration, the model could be kept proprietary.

[bookmark: _Hlk131543299]Requirements on privacy-sensitive dataset sharing
For Type 1 training, the dataset shared is the measured channel information at UE side if network need these measured datasets for model training. As for Type 3 training, the output of generation part or the input of reconstruction part is shared as part of dataset additionally. Therefore, we think both the two kinds of datasets are not related to requirements on privacy-sensitive. 
Proposal 6: For CSI compression using Type 1 and Type 3 training collaboration, the dataset for sharing is not privacy-sensitive.

Model update flexibility after deployment
For Type 1 training, since the model is jointly trained at a single side/entity, if model update is needed after deployment, maybe the model also need to be updated jointly at a single side. Otherwise, if only one part of model is updated, the performance of the whole model may suffer some degradation and some potential model monitoring approach will also become useless.
For Type 3 training, if one part of the two-sided model need updating, some additional dataset can be shared to facilitate model update, just like the behavior of fine-tuning. However, if the model update is only performed at one side, and the other side is not aware of the model update or the other side does not participate in the model update, Type 3 training will face the same situation as Type 1 training. Thus, we think model update after deployment using Type 3 training can be more flexible than using Type 1 training.
[bookmark: _Hlk131771054]Proposal 7: For CSI compression, the model update after deployment using Type 3 training can be more flexible than using Type 1 training.

Feasibility of allowing UE side and NW side to develop/update models separately
As for the feasibility of allowing UE side and NW side to develop/update models separately, in the one hand, it is much related to the evaluation results in 9.2.2.1, in the other hand, we think if the model update is only performed at one side, and the other side is not aware of model update or the other side does not participate in the model update, the performance of the whole model may suffer some degradation and some potential model monitoring approach will also become useless.

2.2. Data collection
In RAN1#112 meeting [3], for the data collection for AI/ML based CSI compression, we have the following agreements:
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· [bookmark: _Hlk131547173]In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· [bookmark: _Hlk131547225]Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection
 


Considering the training data is enormous and the uplink resource is limited, the potential spec impact on the training data reporting should be studied. The spec impact on training data transfer not only involve Type 1 training collaboration, but also Type 3 training collaboration. Besides, the AI based codebook design and related reporting bits should also be considered.
For the dataset used for training at gNB side, there is a possible way that the measured CSI at UE side is delivered to gNB. Therefore, the measured CSI need to be quantized to several bits if the dataset needs to be delivered over air-interface. However, to keep the ground-truth CSI for training is accurate enough and the trained model work well, high resolution quantization is needed and there might be two possible quantization method:
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters.
For high resolution scalar quantization, the measured channel will be quantized into several bits in the form of Float32 or Float16, etc.
For high resolution codebook quantization, the traditional codebook may be enhanced for more accurate channel characterization, like much larger number of beam-delay basis vectors reporting or much higher resolution quantization for the coefficient feedback.
Proposal 8: In AI based CSI compression, for NW side data collection, the following two high resolution quantization methods could be considered for ground-truth CSI reporting:
•	High resolution scalar quantization, e.g., Float32, Float16, etc.
•	High resolution codebook quantization, e.g., R16 Type II-like method with new parameters

2.3. Inference spec impact
For the spec impact on inference for CSI compression, we have an agreement in RAN1#110 meeting [2]:
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination



[bookmark: _Hlk115349567]As the AI based CSI compression might need some requirements on the processing time or processing capabilities different from non-AI traditional CSI calculation, maybe the CSI processing time need to be redefined and the definitions of Z and Z’ also need some discussion for AI based CSI compression.
Proposal 9: For CSI compression using two-sided model use case, the enhancement on CSI processing time and the definitions of Z and Z’ could be studied.

3. Potential spec impact for CSI prediction
In RAN1#111 meeting [4], for the potential spec impact on the sub use case of CSI prediction, we have the following agreement:
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
[bookmark: _Hlk131709513]Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  



Since we have decided that only one-sided model can be used for time domain CSI prediction and the model can only be deployed at UE side. The spec impact of this sub use case is mainly focused on the inference phase and LCM related procedure, including model monitoring etc.
[bookmark: _Hlk131709447]Regarding the spec impact during inference phase, considering there have been good progress on CSI codebook enhancement for high/medium UE velocities in Rel-18 MIMO item. It has been agreed some enhancements on the CSI measurement configuration and reporting configuration to facilitate CSI prediction, including some concepts related to measurement window, reporting window, etc. 
In this sense, when we discuss the potential spec impact during inference phase, we think we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point. And the enhancement on CSI measurement configuration and reporting configuration for CSI codebook targeting high/medium UE velocities can be reused for AI/ML-enabled CSI prediction. 
Proposal 10: For CSI prediction, regarding the spec impact during inference phase, we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point.
[bookmark: _Hlk131709413][bookmark: _Hlk131709401]Some CSI related parameters agreed in 9.1.2 sub-agenda are appropriate for non-AI-enabled CSI feedback and most of them are decided based on the simulation results without assuming AI/ML algorithm involved. However, if these parameters are reused for AI-enabled CSI prediction, we might need to revisit some of them to adapt AI/ML based scheme and release the maximum gain of AI/ML based approach.
Proposal 11: For CSI prediction, Some CSI related parameters agreed in 9.1.2 sub-agenda might need revision to adapt AI/ML-enabled CSI prediction.
[bookmark: _Hlk131709682][bookmark: _Hlk131772125]As for LCM related potential specification impact, we could take the UE-sided model related agreements achieved in Rel-18 9.2.3.2 sub-agenda as a starting point. Since both AI based beam management and CSI prediction are agreed to adopt one-sided model. At least the high-level principle of 9.2.3.2 can be reused for LCM procedure of AI based CSI prediction.
Proposal 12: For CSI prediction, regarding the LCM related potential specification impact, we could take the UE-sided model related agreements achieved in Rel-18 9.2.3.2 sub-agenda as a starting point.

4. Conclusion

Proposal 1: For CSI compression using two-sided model, when using Type 1 training collaboration, the potential spec impact on AI model transfer need to be studied.
Proposal 2: For CSI compression using two-sided model, when using Type 1 training collaboration, the potential spec impact on dataset collection for training need to be studied.
Proposal 3: For CSI compression using two-sided model, when using Type 3 training collaboration, the potential spec impact on assistance signaling for AI model information need to be studied.
Proposal 4: For CSI compression using Type 1 training collaboration, whether model can be kept proprietary is up to whether the model is transferred in open format or proprietary format.
Proposal 5: For CSI compression using Type 3 training collaboration, the model could be kept proprietary.
Proposal 6: For CSI compression using Type 1 and Type 3 training collaboration, the dataset for sharing is not privacy-sensitive.
Proposal 7: For CSI compression, the model update after deployment using Type 3 training can be more flexible than using Type 1 training.
Proposal 8: In AI based CSI compression, for NW side data collection, the following two high resolution quantization methods could be considered for ground-truth CSI reporting:
•	High resolution scalar quantization, e.g., Float32, Float16, etc.
•	High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
Proposal 9: For CSI compression using two-sided model use case, the enhancement on CSI processing time and the definitions of Z and Z’ could be studied.
Proposal 10: For CSI prediction, regarding the spec impact during inference phase, we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point.
Proposal 11: For CSI prediction, Some CSI related parameters agreed in 9.1.2 sub-agenda might need revision to adapt AI/ML-enabled CSI prediction.
Proposal 12: For CSI prediction, regarding the LCM related potential specification impact, we could take the UE-sided model related agreements achieved in Rel-18 9.2.3.2 sub-agenda as a starting point.
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