


[bookmark: OLE_LINK1]3GPP TSG RAN WG1 #112bis-e	R1-2303193
e-Meeting, April 17th – April 26th, 2023
[bookmark: Source]Agenda item:	9.2.1
Source: 	ETRI
Title:	Discussion on general aspects of AI/ML framework for NR air interface
Document for:	Discussion/Decision
Introduction
This contribution presents ETRI’s views on general aspects of AI/ML framework for NR air interface [1].

Discussion
Life cycle management
Identification
At the RAN1 #111 meeting, it was agreed to further study the LCM procedure of AI/ML model for NR air interface from the following two perspectives (i.e., functionality-based and model-ID based) [2]:
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately.


For the AI/ML functionality/model identification, we propose a two-step identification process, in which the first step identifies AI/ML functionality in terms of supportable network configurations, and the second step identifies AI/ML model in terms of supportable model-ID. This is because it is difficult to identify AI/ML features/models with functionality or model-ID alone. For example, in the model-ID-based LCM, it is difficult to manage functional units when multiple functionalities (or configurations) are implemented as a single model, and in the functionality-based LCM, it is difficult to manage model units when multiple models are implemented for a single functionality. Therefore, we propose an identification process utilizing both functionality and model-ID. In the first step, the AI/ML functionality identification step, the gNB sends a UE capability enquiry to the UE, and the UE provides UE capability information including AI/ML capabilities in terms of supportable configurations for each AI/ML functionality. In the second step, the AI/ML model identification step, the gNB sends configurations related to AI/ML functionalities, including functionality ID, to the UE, and the UE provides model-IDs that can be supported for the configurations.

Proposal 1: For the LCM of AI/ML in NR air interface, study the following two-step identification process:
· Step 1: AI/ML functionality identification step
· The gNB sends a UE capability enquiry to the UE.
· The UE reports UE capability information to the gNB.
· UE capability information includes supportable configurations for each AI/ML functionality.
· Step 2: AI/ML model identification step
· The gNB sends configurations related to AI/ML functionalities.
· Configurations related to AI/ML functionalities include functionality ID
· The UE reports model ID(s) that can be supported for the configurations/functionality ID.
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Figure 1. AI/ML functionality/model identification

For the above AI/ML model identification step, we propose to provides AI/ML operation scenario and/or AI/ML operation area information to the UE. This is because AI/ML functionalities are data-driven, so UE may support specific AI/ML functions in specific regions. For example, AI/ML-based direct positioning is expected to have superior performance in areas with data distribution similar to training data, but performance may not be guaranteed in areas with data distribution different from training data. From this point of view, we suggest that the functionality identification phase is responsible for identification from the settings perspective, and the model identification phase is responsible for identification from the operational scenario and/or area perspective. For example, the gNB refers to the UE capability information and sends AI/ML function-related configurations, and at this time, operation scenario and/or operation area information may also be included in the configurations. Then, when reporting model information to the gNB, the UE may report only valid models for the operating scenario and/or operating region.

Proposal 2: For the LCM of AI/ML in NR air interface, study AI/ML operation scenario and/or operation area identification during the AI/ML model identification.
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Figure 2. AI/ML operation scenario/area identification

For the above AI/ML model identification step, we propose to study the detailed AI/ML model information report procedure considering trigger signalling. There can be two options. The first option is to report AI/ML model information in response to the AI/ML-related configurations from gNB and the second option is to report AI/ML model information in response to the AI/ML model enquiry from the gNB. The first option can be used during the initial AI/ML model identification phase. In this step, the gNB sends the configuration related to the AI/ML and the UE provides the model ID it can support for the configuration. Since the UE already knows that the gNB expects to receive AI/ML model information, the process of explicitly requesting model ID reporting from the gNB may not be needed. On the other hand, considering the case where the gNB fails to receive the AI/ML model information reported by the UE or the AI/ML model information reported by the UE is outdated, the second option may be effective. In the case of the latter, the second option, the AI/ML model information reporting of the UE according to the AI/ML model enquiry of the gNB may support the model update. Assuming that the functionality ID is delivered to the UE in the AI/ML model identification step, the gNB may transmit AI/ML model enquiry to the UE including the functionality ID for which model enquiry is required.

Proposal 3: For the LCM of AI/ML in NR air interface, study the following two options for AI/ML model information report procedure during/after the AI/ML model identification.
· Option 1: AI/ML model information report in response to the AI/ML related configuration
· Option 2: AI/ML model information report in response to the AI/ML model enquiry
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Figure 3. AI/ML model enquiry/model information report

At the RAN1 #112 meeting, the following agreements were made on functionality/model-ID-based LCM [3]:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact
FFS: detailed understanding on model


Regarding the agreement above, we propose to study a procedure to support both functionality-based LCM and model ID-based LCM by setting the number of models that the NW will operate for a specific functionality
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(a) When the number of AI/ML models is equal to 1
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(b) When the number of AI/ML models is more than 1
Figure 4. LCM operation according to the number of AI/ML models

For example, when the NW transmits RRC configurations for an AI/ML functionality to the UE, it can contain the number of AI/ML models to support for the AI/ML functionality. If the number of AI/ML models is set to one, functionality-based LCM can be applied because only one model corresponds to one functionality. In this case, the UE may report only whether a corresponding functionality is supported and may not report the model information. If the UE support the functionality, then NW can activate or deactivate the functionality and the corresponding AI/ML model through functionality ID as depicted in Figure 4-(a). On the other hand, if the number of AI/ML models is set to more than one, model-ID based LCM can be applied because multiple models correspond to one functionality. In this case, the UE may report the information for multiple AI/ML models. Then, NW can activate or deactivate the functionality and the corresponding AI/ML model through model-ID as depicted in Figure 4-(b). It should be noted that the AI/ML model to be supported by NW means an AI/ML model defined from a logical point of view, and how the logical model is actually implemented depends on the implementation of the UE. The above proposal provides a procedure that allows the NW to naturally select functionality-based LCM or model-ID based LCM, and has the advantage of guaranteeing the freedom of NW operation.

Proposal 4: For the LCM of AI/ML in NR air interface, study a unified procedure to support both functionality-based LCM and model-ID based LCM.

Activation/Deactivation
For the AI/ML functionality/model activation/deactivation, we propose an activation/deactivation based on functionality ID and model ID on the premise of the above two-step AI/ML functionality/model identification process. This is to support activation/deactivation of a specific AI/ML functionality and a specific AI/ML model for the functionality, considering both of a configuration perspective and an operational scenario perspective. For example, the gNB can first select the AI/ML functionality/configuration to be activated via the functionality ID. Afterwards, the gNB can check the model IDs reported for the corresponding functionality ID, and select and activate one model ID among them. The combination of functionality ID and model ID determined as above can be delivered to the UE. Since the AI/ML functionality/model activation/deactivation mechanism based on the functionality ID (for classification of functionality) and the model ID (for classification of models within functionality) is performed through the medium of the ID of the two categories, it is generally applicable to any AI/ML functionality/model. In addition, since the gNB can control the functionality/configuration to be used and the UE can control the model supported in the functionality/configuration, the above method of combining the functionality ID by the gNB and the model ID by the UE supports a balanced division of roles. Therefore, we propose to study to functionality ID and model ID based activation/deactivation mechanism for AI/ML in NR air interface.

Proposal 5: For the LCM of AI/ML in NR air interface, study AI/ML functionality ID and model ID based activation/deactivation of AI/ML functionality/model.
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Figure 5. AI/ML functionality/model activation/deactivation

Furthermore, considering that the use of AI/ML functionality/models is for performance gains in most cases, we can further optimize the activation/deactivation of AI/ML. For example, AI/ML functionality/models for sending and receiving data can be operated only when there is traffic. Suppose that gNB activates the AI/ML functionality/model for CSI feedback enhancement of the UE, but there is no traffic to be transmitted. In this case, UE has little to no benefit from using the AI/ML functionality/model while the battery consumption may be very severe. Therefore, for the purpose of optimizing AI/ML activation/deactivation, we propose to study activation/deactivation by reflecting the UE status (e.g., active time or non-active time in DRX) in addition to the activation/deactivation instructions of the gNB. Specifically, within the activation/deactivation interval indicated by the gNB, the UE may finally activate the corresponding AI/ML functionality/model when the DRX status of the UE is ‘Active Time’, and may not activate in other cases.

Proposal 6: For the LCM of AI/ML in NR air interface, study AI/ML functionality/model activation and/or deactivation reflecting other UE status (e.g., DRX).
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Figure 6. AI/ML functionality/model activation/deactivation with DRX operation

Monitoring
Specifically, we can consider the AI/ML model performance reporting of the UE from the point of view of the AI/ML model inference performance. For the inference performance report of the UE, it is necessary to consider the feasibility of obtaining the ground truth (denoted as GT hereafter) in the real wireless environment. This is because, most of the AI/ML models currently being discussed for the NR air interface follow the supervised learning method, and GT is needed in general to calculate the inference performance of AI/ML models in the supervised learning. However, in a real wireless environment, there may be cases in which you have to pay the cost to obtain a GT or it is impossible to obtain a GT at all. For example, suppose that an AI/ML model that predicts CSI of a future time is used at the UE side (e.g., temporal CSI prediction). In this case, in order for the UE to obtain the GT for the AI/ML model for predicting the CSI, transmission of a CSI resource capable of estimating the channel at the same time the UE predicts the CSI must be ensured. This is a constraint that is a burden on the network scheduler, and may cause an additional RS overhead according to CSI-RS transmission for obtaining GT. As another example, in the case of positioning, there may not be a realistic way to obtain GT even at a cost.
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Figure 7. Example of NW cost for ground truth: Temporal CSI prediction

Preferably, if the UE can predict the inference performance of the AI/ML model without GT, it is expected that the network can take the advantages of the AI/ML model while minimizing additional costs. In data science, there was a trial to estimate AI/ML model performance using the OTDD (Optimal Transport Dataset Distance) which is mathematically well defined [5].

Proposal 7: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT

Conclusion
In this contribution, ETRI’s views on general aspects of AI/ML framework for NR air interface were shown and the following proposals were made:
Proposal 1: For the LCM of AI/ML in NR air interface, study the following two-step identification process:
· Step 1: AI/ML functionality identification step
· The gNB sends a UE capability enquiry to the UE.
· The UE reports UE capability information to the gNB.
· UE capability information includes supportable configurations for each AI/ML functionality.
· Step 2: AI/ML model identification step
· The gNB sends configurations related to AI/ML functionalities.
· Configurations related to AI/ML functionalities include functionality ID
· The UE reports model ID(s) that can be supported for the configurations/functionality ID.
Proposal 2: For the LCM of AI/ML in NR air interface, study AI/ML operation scenario and/or operation area identification during the AI/ML model identification.
Proposal 3: For the LCM of AI/ML in NR air interface, study the following two options for AI/ML model information report procedure during/after the AI/ML model identification.
· Option 1: AI/ML model information report in response to the AI/ML related configuration
· Option 2: AI/ML model information report in response to the AI/ML model enquiry
Proposal 4: For the LCM of AI/ML in NR air interface, study a unified procedure to support both functionality-based LCM and model-ID based LCM.
Proposal 5: For the LCM of AI/ML in NR air interface, study AI/ML functionality ID and model ID based activation/deactivation of AI/ML functionality/model.
Proposal 6: For the LCM of AI/ML in NR air interface, study AI/ML functionality/model activation and/or deactivation reflecting other UE status (e.g., DRX).
Proposal 7: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT
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