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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement

In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 

· Option 1: Precoding matrix

· 1a: The precoding matrix in spatial-frequency domain 

· 1b: The precoding matrix represented using angular-delay domain projection

· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)

· 2a: raw channel is in spatial-frequency domain

· 2b: raw channel is in angular-delay domain 

· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.

· Note: RI and CQI will be discussed separately

Agreement

In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    

· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including

· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  

· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 

· Option 1c: CQI is calculated based on legacy codebook

· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including

· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment

· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 

· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   

· Other options are not precluded

· Note1: feasibility of different options should be evaluated 

· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated

· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 

· Whether model can be kept proprietary 

· Requirements on privacy-sensitive dataset sharing 

· Flexibility to support cell/site/scenario/configuration specific model

· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware

· Model update flexibility after deployment

· feasibility of allowing UE side and NW side to develop/update models separately

· Model performance based on evaluation in 9.2.2.1

· Whether gNB can maintain/store a single/unified model

· Whether UE device can maintain/store a single/unified model

· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 

· Whether training data distribution can be matched to the device that will use the model for inference

· Whether device capability can be considered for model development

· Other aspects are not precluded

· Note: training data collection and dataset/model delivery will be discussed separately 

Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  

· Enhancement of CSI-RS configuration to enable higher accuracy measurement.

· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.

· Signaling for triggering the data collection

· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   

· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 

· Contents of the ground-truth CSI including:  

· Data sample type, e.g., precoding matrix, channel matrix etc.

· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 

· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)

· Latency requirement for data collection

· Signaling for triggering the data collection

Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 

· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.

· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.

Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 

· The priority rule regarding CSI collision handling and CSI omission

Agreement
· Codebook subset restriction

· CSI processing Unit

Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:

· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 

· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.

· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 

· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 

· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.

Note: Monitoring approaches not based on intermediate KPI are not precluded

Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

In this contribution, we will provide some discussions on AI/ML for CSI feedback.
2. Discussions 
2.1 Training collaboration
2.1.1 Training type 1

The pros/cons of type 1 according to conclusions in last meetings are provide as below.
Q1:  Whether model can be kept proprietary

Training type 1 for two-side model requires model transfer from one side to other side after encoder/decoder model is completed. Model is transparent for the training side. It is obvious that model proprietary could not be ensured.

Q2: Requirements on privacy-sensitive dataset sharing

 Dataset sharing is not required for training type 1. 

Q3: Flexibility to support cell/site/scenario/configuration specific model

For training at gNB, it is easier to achieve whole picture for the whole serving area and train different models fitting for various scenarios. For training at UE, the flexibility of dataset construction is limited and it is not easy to support cell/site/scenario/configuration specific model. 
Q4: gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware

Training at gNB or UE side is hard to ensure specific optimization at other side. 

Q5: Model update flexibility after deployment

Model update flexibility with training at gNB/device is depend on the new dataset construction. For gNB side training, new data for training could be from different UE and gNB itself and model update is easier to operate. However, for UE side training, how to get training date from different UEs needs further study. 

Q6: Feasibility of allowing UE side and NW side to develop/update models separately

Considering the central training mode of type 1, it is not feasible to ensure the possibility of UE and NW developing models separately. It might be possible that gNB trains the two-side model and updates the model at gNB side without UE side model changing. The same operation could also happen for type 1 training at UE side. However, this approach is only a possibility and the actual effectiveness cannot be directly verified.
Q7: Whether gNB/UE can maintain/store a single/unified model

whether gNB/UE device can maintain/store a single/unified model depends on the specific implementation and design choices. For gNB lead type 1 training, a single/unified model could be used at gNB, while for UE lead type 1 training, a single/unified model could be used at UE.

Q8: Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use

As discussed in Q6, it is possible that gNB trains the two-side model and update the model at gNB side without UE side model changing. The same operation could also happen for type 1 training at UE side. However, this approach is hard to be realized. 

Q9: Whether training data distribution can be matched to the device that will use the model for inference

Same distribution of dataset for training and inference could be relatively easy to realized for model training at  gNB side. For model training at UE side, due to the constraint of training dataset construction, the distribution of dataset for training and inference might not be the same. 

Q10: Whether device capability can be considered for model development

For type 1 training at gNB side, UE capability could be considered when AI/ML model is developed by limiting the model type and size for UE side. Device capability is considered for type 1 training at UE side by default.

In general, network-side could get more accurate information for the serving area to train a better model to serve more UEs. Model proprietary could be ensured by negotiation between UE and gNB to enable some special models transfer. Training type 1 at gNB/UE should be supported and training type 1 at gNB could be considered as starting point. 

Proposal 1: Training type 1 at gNB/UE should be supported and training type 1 at gNB could be considered as starting point.
2.1.2 Training Type 3

The pros/cons of type 3 according to conclusions in last meetings are provide as below.
Q1:  Whether model can be kept proprietary

Training type 3 for two-side model doesn’t require model transfer and model proprietary could be ensured.

Q2: Requirements on privacy-sensitive dataset sharing

Dataset sharing is required, but CSI-related dataset is not user privacy related. 

Q3: Flexibility to support cell/site/scenario/configuration specific model

For gNB, it is flexible to use cell/site/scenario/configuration specific model. For UE, the design of model might be not flexible to fit different cell/site/scenario/configuration.

Q4: gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware

Fully optimization could be applied for both gNB and UE. gNB and UE specific model could be used for model training. 

Q5: Model update flexibility after deployment

Model update flexibility is highly depended on the new dataset construction and delivery. For gNB, model update is relatively easy. For UE, model update should consider the constraint of dataset delivery and model training capability at UE.

Q6: Feasibility of allowing UE side and NW side to develop/update models separately

Training type 3 could fully support the feasibility of allowing UE side and NW side to develop/update models separately.
Q7: Whether gNB/UE can maintain/store a single/unified model

Yes. The performance of a single/unified model for different scenarios needs further study.

Q8: Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use

With new dataset exchanging, new UE-side/NW-side model could compatible with the model in use at the other side.

Q9: Whether training data distribution can be matched to the device that will use the model for inference

With dataset exchanging, the distribution of training and inference data could be matched. 

Q10: Whether device capability can be considered for model development

UE capability will be fully considered when UE-side model is training. 

For separate training at network side and UE side, network should transfer dataset to UE for CSI generation part training. The size of dataset is highly depended on the AI/ML model design at UE side. In principle, there is a tradeoff between AI/ML model size and compression accuracy. Large AI/ML model also requires more data to complete AI model training. Therefore, some UE side AI/ML model information exchanging between UE and network side should be considered. 

Proposal 2: Training type 3 should be supported for two-side model training. UE side AI/ML model information exchanging between UE and NW should be considered for dataset size control.

2.2 Data collection

For two-sided AI/ML model training, dataset construction process should be considered. The dataset for training could be composite of online feedback data and offline data. Online data should come from UE feedback while offline data could be from field test, synthetic data or historic data. For AI model monitoring, ground-truth data should be used and original CSI information to be compressed at UE should be reported to NW. In addition to original CSI information for performance monitoring, some extra data collection for AI model training and updating could also be considered.

Proposal 3: Original CSI information to be compressed at UE side could be feedback to NW side for model monitoring/training/updating. 

The requirements of data collection of original CSI reporting via air-interface for model monitoring/training/updating are different. The frequency and accuracy of original CSI reporting should be adjusted according to the real environment. To ensure the flexibility of data collection, both periodic and non-periodic original CSI feedback need to be considered.
Proposal 4: Both periodic and non-periodic original CSI feedback need to be considered.

2.3 Model monitoring, update

According to the agreements in last meeting, intermediate KPI should be used for model monitoring. Both NW-side and UE-side monitoring should be considered. Especially, when UE-side has reconstruction part, there are more options for performance monitoring. For NW-side monitoring, periodical/non-periodical target CSI with realistic channel estimation feedback from UE could be considered. Considering the decision of two-side model updating/switching/fallback will be made by NW, NW-side monitoring should be considered as baseline for model monitoring. UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant. 

Proposal 5: NW-side monitoring based on target CSI with realistic channel estimation feedback from UE could be considered as baseline for AI/ML model monitoring. 

Proposal 6: UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant.

3. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1: Training type 1 at gNB/UE should be supported and training type 1 at gNB could be considered as starting point.
Proposal 2: Training type 3 should be supported for two-side model training. UE side AI/ML model information exchanging between UE and NW should be considered for dataset size control.

Proposal 3: Original CSI information to be compressed at UE side could be feedback to NW side for model monitoring/training/updating. 

Proposal 4: Both periodic and non-periodic original CSI feedback need to be considered.

Proposal 5: NW-side monitoring based on target CSI with realistic channel estimation feedback from UE could be considered as baseline for AI/ML model monitoring. 

Proposal 6: UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant.
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