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1. Introduction
[bookmark: _Hlk111120272]In previous RAN#112 meetings, evaluation methodology of AI/ML for Channel State Information (CSI) feedback enhancement has been discussed and several agreements of the evaluation methodology have been achieved. In this contribution, we will provide further discussions on the evaluations on AI/ML for CSI feedback enhancement, including evaluation methodology and simulation results.

the following working assumptions were adopted regarding CSI feedback enhancement.  For general CSI enhancement evaluation, the following items apply:

Working assumption
A separate table to capture the evaluation results of generalization/scalability verification for AI/ML-based CSI compression is given in the following initial template
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
Table X. Evaluation results for CSI compression with model generalization/scalability, [Max rank value], [Scenario/configuration]
	
	
	Source 1

	CSI generation part
	AL/ML model backbone
	ResNet-like CNN

	
	Pre-processing
	Type-II ParComb 5

	
	Post-processing
	Puncturing 50% of latent space if RI=3 or above.

	
	FLOPs/M
	0.2103

	
	Number of parameters/M
	0.1003

	
	[Storage /Mbytes]
	0.5345

	CSI reconstruction part
	AL/ML model backbone
	ResNet-like CNN

	
	[Pre-processing]
	N/A

	
	[Post-processing]
	Type-II reconstruction of precoding matrix

	
	FLOPs/M
	3.75

	
	Number of parameters/M
	0.1061

	
	[Storage /Mbytes]
	0.324

	Common description
	Input type
	Complex-valued W2

	
	Output type
	Complex-valued approximation of W2

	
	Quantization /dequantization method
	4-bit scalar quant., 2 bits per real and imaginary.

	Dataset description
	Train/k
	100

	
	Test/k
	10

	
	Ground-truth CSI quantization method
	Type-II ParComb 5 with W2 in Float32.

	Generalization Case 1
	Train (setting#CDLA30Delay, size/100k)
	0.933

	
	Test (setting# CDLA300Delay, size/10k)
	0.934

	
	Test (setting# CDLC30Delay, size10/10k)
	0.804

	
	Test (setting# CDLC300Delay, size/10k)
	0.582

	Generalization Case 2
	Train(setting#CDLA300Delay,size/100k)
	0.912

	
	Test (setting# CDLA30Delay, size/10k)
	0.912

	
	Test (setting# CDLC30Delay, size/10k)
	0.780

	
	Test (setting# CDLC300Delay, size/10k)
	0.573

	Generalization Case 3
	Train (setting#CDLC30Delay, size/100k)
	0.898

	
	Test (setting# CDLA30Delay, size/10k)
	0.887

	
	Test (setting# CDLA300Delay, size/10k)
	0.880

	
	Test (setting# CDLC300Delay, size/10k)
	0.581

	Generalization Case 4
	Train (setting#CDLC300Delay,size/100k)
	0.8

	
	Test (setting# CDLA30Delay, size/10k)
	0.832

	
	Test (setting# CDLA300Delay, size/10k)
	0.832

	
	Test (setting# CDLC30Delay, size/10k)
	0.789



2. CSI Compression
Channel State Information (CSI) is a mechanism that a UE measure various radio channel quality and report to the base station. CSI feedback is an effective method for Base Station to utilize CSI. Due to the large number of channels, CSI feecback will aggravate the burden on the UE side. Therefore, relevant details of CSI feedback need to be determined.

In this section, we discuss the evaluation methodology for AI based CSI compression , including AI model and preliminary simulation results.

2.1 Evaluation Methodology

The AI-based CSI compression is considered a coding and denoising problem. The input data will be encoded and compressed by the encoder, and then the decoder will remove the noise introduced in the encoding process.   In this section, we will discuss the issues of evaluation methodology for AI/ML-based CSI feedback.

SGCS calculation for rank>1
In the RAN1#110bis meeting, it has been agreed that for the rank>1 cases, Method 3 is adopted for SGCS calculation; while there is FFS on whether/which method between Method 1 and Method 2 is to be additionally selected as another metric. 
	Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)


Method 1 and Method 2 are further calculation forms of Method 3. In order to make the transmission performance of each layer very good, it is necessary to calculate the SGCS of each layer separately by the evaluation method. The new model training method should also be proposed to adopt method 3. 
Proposal 1: When rank is greater than 1, use Method 3 to calculate SGCS.

Quantization training method
In the RAN1#111 meeting, it has been agreed that for the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies.
	Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.


The quantization methods used by different CSI compression models may not be the same. For different quantization methods, the result of the above two cases will differ greatly. The actual effect of training is difficult to compare. There, it is recommended that company disclose the quantization method and the dequantization method.
Proposal 2: Disclose the quantization method and the dequantization method details. 

2.2 Evaluation for CSI compress 
In this section, evaluations for spatial domain CSI compression will be discussed, including AI/ML model description, evaluation methodology for different training types and evaluation results
2.2.1 AI/ML model description
The CSI generation part including an encoder and a quantizer are deployed at the UE side for CSI compression, while the CSI reconstruction part including a decoder and a de-quantizer are deployed at the Network side for CSI recovery. The quantizer is used to quantize the output of the encoder which is a floating-point vector to fit the bit width for CSI feedback, while the de-quantizer is used to recover the floating-point vector as the input to the decoder. The AI/ML-based CSI feedback is depicted in Figure 1.

· Encoder: The encoder takes the original eigenvectors as the input, and outputs the compressed CSI with smaller size than the original eigenvectors. Specifically, the input of the encoder includes eigenvectors for N subbands, which are formulated as , where  denotes the eigenvector for the n-th subband. Then, the encoder can use multiple Transformer layers to process the eigenvector matrix , and obtains the compressed CSI as a floating-point vector as a result. The compressed CSI can be formulated as , where  represents the function of the encoder. The SVD decomposition is applied as the pre-processing prior to the encoder to derive the original eigenvectors.
· [bookmark: _Hlk100320974]Quantizer: The quantizer at the UE side maps the compressed CSI of a floating-point vector to a quantized bit sequence to fit the bit width for CSI feedback. Various methods of quantization may be adopted, such as scalar quantization, vector quantization (quantizing a vector utilizing its probability density functions), and etc. The quantized CSI feedback can be formulated as , where  represents the function of the quantizer. In our simulation, vector quantization is used. To avoid the huge dimension of the quantization dictionary, we divide the quantization dictionary into several sub-dictionaries and divide the compressed CSI into several parts. Each part of compressed CSI is quantized by a sub-dictionary.
· De-quantizer: The de-quantizer recovers the compressed CSI from the feedback CSI bit sequence and sends it as the input to the decoder. The de-quantized CSI can be formulated as  where represents the function of the de-quantizer.
· Decoder：The decoder recovers the eigenvectors. Specifically, the decoder can use multiple Transformer layers for CSI reconstruction, which is in alignment with the structure of the encoder. The recovered eigenvectors can be formulated as , where  represents the function of the decoder. 
[image: D:\Working\提案相关\毕业设计相关资料\CSI反馈模型_提案.png]
[bookmark: _Ref118365752]Figure 1:CSI Compression AI model


2.2.2 Evaluation results for generalization performance
This section provides the evaluation results of the generalization over scenarios for CSI compression with spatial domain CSI as input. The CSI feedback payload size is 192 bits in this section.
Generalization over Channel models and Time Delay

Table 1 shows the generalization performances on various channel models, and the generalization is verified from the perspective of the dataset composition. The training dataset size for CDLA, CDLC cases is 100K for each. 
The results show that the characteristics of CDLA and CDLC are different, and the AI/ML model trained by CDLA dataset can be used for CDLC with generalized performance. On the other hand, the AI/ML model trained by CDLC dataset provides good performance for the CDLC scenario but poor performance for the CDLA scenario. Due to the more complex channel characteristics under CDLC, the model learns more CDLC features and is difficult to capture the general characteristics of the channel. 
[bookmark: _Ref109657093]Table 1. Generalization performances on channel models
	Training 
	Testing, channel model

	
	CDLA 30Delay
	CDLA 300Delay
	CDLC 30Delay
	CDLC 300Delay

	CDLA 30Delay
	0.933
	0.934
	0.804
	0.582

	CDLA 300Delay
	0.912
	0.912
	0.780
	0.573

	CDLC 30Delay
	0.881
	0.880
	0.898
	0.581

	CDLC 300Delay
	0.832
	0.832
	0.789
	0.80



Observation 1: There are significant differences in the generalization performance of models for different scenarios.
2.2.3 Evaluation results for quantization aware/non-aware training
This section provides the evaluation results for different quantization methods of CSI feedback, including quantization aware training and quantization non-aware training. 
For quantization aware training, the parameter of quantization is trained along with the AI model. The parameters of quantization is updated in each training epoch. For quantization non-aware training, the AI model is trained by using the quantization with fixed parameter.

Table 2 shows the simulation results of non quantization, uniform quantization, quantization non-aware training, quantization aware training. Obviously, quantization introduces a lot of noise compared to non quantization. A good dequantizer needs to be developed. In the case of massive feedback bits, quantization aware training has a better performance than other training method. However in the case of low feedback bits, quantization aware training is difficult to handle the noise introduced by quantization. 

Table 2. Generalization performances on quantization aware/non-aware training
	
		Training Method

	Feedback bits
	Non Quantization
	Uniform Quantization
	Quantization aware training
	Quantization non-aware training

	384
	0.9888
	0.9438
	0.9597
	0.9545

	192
	0.9860
	0.9022
	0.9145
	0.9028

	96
	0.9844
	0.8787
	0.8311
	0.8487


Observation 2: Quantization introduces a lot of noise that affects decompression performance.
Observation 3: Quantization aware training can perform better than Quantization non-aware training.
Proposal 3: Study the dequantizer and try to eliminate the noise introduced in quantization.
Proposal 4: Research quantitative parameters and try to find the best parameter training method.
2.2.4 Evaluation results for model fine tune
AI model fine tune will be necessary, when the system does not meet the requirements for model use. It is not possible to design a new AI model specially for practical use. We therefore test the performance of AI model in different system. Different quantization bit will cause the data distribution to change, and the decoder requires structural fine-tune for this case.

The AE, consisting of an encoder and a decoder trained with 2-bit quantization, is run in inference using 4-bit quantization. As expected, due to more information, performance is better than for the reference AE trained with 2-bit quantization. However, if the model is fine-tuned, better performance can be obtained when using other quantization bits for training. 
Table 3. Generalization performances with and without fine-tuning.
	Quantization bit
	SGCS

	
	without fine-tuning
	with fine-tuning

	2-bit (reference)
	0.9022
	

	4-bit
	0.9192
	0.9293

	6-bit
	0.9262
	0.9361



Observation 4: Model fine-tune can well adapt to changes in certain parameters and conditions of the model.

Observation 5: Different quantization bits make the performance of the model different.

Proposal 5: Research on method of model fine-tune in practical applications.

3. Conclusion:
Observation 1: There are significant differences in the generalization performance of models for different scenarios.

Observation 2: Quantization introduces a lot of noise that affects decompression performance.

Observation 3: Quantization aware training can perform better than Quantization non-aware training.

Observation 4: Model fine-tune can well adapt to changes in certain parameters and conditions of the model.

Observation 5: Different quantization bits make the performance of the model different.


Proposal 1: When rank is greater than 1, use Method 3 to calculate SGCS.

Proposal 2: Disclose the quantization method and the dequantization method details.

Proposal 3: Study the dequantizer and try to eliminate the noise introduced in quantization.

Proposal 4: Research quantitative parameters and try to find the best parameter training method.

Proposal 5: Research on method of model fine-tune in practical applications.
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