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1. Introduction
In the RAN1#112, several agreements related to AI/ML based BM (e.g., BM-Case1 and BM-Case2) evaluation methodology were made. This contribution discusses on remaining issues on evaluation methodology for AI/ML based beam management. 

2. Discussions 
· Selection of Set B of beamsAgreement @ RAN1#111b-e
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded.

Agreement @ RAN1#112
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)


As capture above, in previous meetings, selection of Set B of beams was further clarified. Also, Set C is newly introduced to represent actual measurement beam set. In our view, Option 1 is simple and straightforward. Details on how to fix the set B of beams (pairs) can be reported by companies. Compared to Option 1, Option 2 has several sub options (i.e., option A, B, C and D). In our understanding, Option 2-A considers multiple pre-configured beam patterns and the applied beam set changes sequentially, where that of option 2-B changes randomly. Option 2-C considers that set B beams (pairs) is a subset of set A beams (pairs), and applied beam set changes within Set A beams (pairs). Option 2-D considers input for AI/ML model (Set B) is selected from actual measurement beam set (Set C). If the Set B equals to Set C, this option can be the same as Option 2-A and 2-B. Even if Set B is a subset of Set C, how to select subset needs to be clarified. Thus, this option is less preferable. 
It is obvious that beam prediction depends channel environment including UE mobility, so randomly changing beam set B may or may not provide good performance. Therefore, it is preferred to choose simple option. 

Proposal 1. For selection of Set B of beams, Option 1 (Set B is fixed) can be considered as a baseline. 

· RS overhead reduction for BM-Case 2
Agreement @ RAN1#111
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.

In the RAN1#111, agreements related to RS overhead reduction for both BM-Case 1 and 2 were made. For BM-Case 2, it is FFS for option 3 which considers periodicity of measurement and prediction time instance. As discussed, option 3 is effective for the observation/prediction window slides in time. However, this formulation needs to be modified for the case of Top-K beam prediction. Otherwise, it can be used only for the Top-1 beam prediction and this is not good KPI. 
Proposal 2. For RS overhead reduction of BM-Case 2, option 2 can be a baseline. 
· UCI report overhead
Agreement@RAN1#110
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size


As captured above, it is still on the discussion whether to consider UCI report overhead at least for NW-sided beam prediction. In our view, the more measurements and/or higher resolution of measurement reported, the more accurate the prediction results. However, larger number of reports and higher resolution of report definitely requires larger payload size. Therefore, it would be good to study on performance impact by considering UCI report overhead as one of KPI.

Proposal 3. UCI report overhead can be considered as one of KPI for NW sided beam prediction.

· Performance with quantization error
In the last meeting, there was discussion on the performance with quantization error. For quantization error, there are two aspects to be considered. One is quantization error of beam measurement for beam reporting. And the other one is beam measurement error. In current NR, the reference/strongest beam reporting uses 7-bit values to represent L1-RSRP measurements in the range of -140 dBm to -44 dBm, with a step size of 1 dB. Other beams can be reported with differential L1-RSRP value in the range of -31 to 31 dB with a step size of 2 dB in order to reduce the payload. To observe quantization error, finer granularity can be further considered. 
For the beam measurement error, error modelling needs to be defined and applied in the simulation. It can be up to companies which error model is used for beam measurement and the model can be reported by companies. As a simple error modelling, Gaussian error term with certain variance value can be added in the simulation. 

Proposal 4. It can be up to companies which error model is used for beam measurement. 


· LCM evaluation or analysis
Agreement@RAN1#112 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


In the last meeting, as captured above, LCM related agreement was made in agenda item 9.2.3.2. LCM refers to the end-to-end process including data collection, model deployment, model training, model inference, model monitoring, model update, etc. Among the LCM procedure/stage, model monitoring is intensively discussed. Model monitoring involves tracking the performance of AI/ML model over time to ensure that it continues to meet its intended goals and operates correctly. Also, it is important since it helps to identify issues such as model drift, data skew, or poor performance that can affect the accuracy of the AI/ML model. In order to evaluate LCM performance, especially model monitoring, it is necessary to align the sub-sequential procedure after AI/ML model monitoring. For example, if result of model monitoring based on the monitoring metric listed above is not good enough, possible sub-sequential procedure can be fallback or model-fine tuning or model switching, etc. If sub-sequential procedures are different from companies, it is hard to compare the evaluation results. 

Proposal 5. To evaluate the model monitoring performance, it is necessary to align the sub-sequential procedure after model monitoring.


3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, followings are proposed. 

Proposal 1. For selection of Set B of beams, Option 1 (Set B is fixed) can be considered as a baseline. 
Proposal 2. For RS overhead reduction of BM-Case 2, option 2 can be a baseline. 
Proposal 3. UCI report overhead can be considered as one of KPI for NW sided beam prediction.
Proposal 4. It can be up to companies which error model is used for beam measurement. 
Proposal 5. To evaluate the model monitoring performance, it is necessary to align the sub-sequential procedure after model monitoring.
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