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Introduction
In RAN1 #112, the following agreements on enhancement of AI/ML based positioning have been achieved.
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded


Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 

Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).





In this contribution, we provide some discussion on enhancement of AI/ML based positioning.
Discussion
UE-side ML-based positioning 
For UE side ML-based positioning, the UE can measure PRS from a set of TRPs, and use the measured results as the input for ML. The UE can use the positioning results from some other techniques, e.g., GPS/WiFi, or fallback to use non-ML based positioning for model monitoring. Therefore, it is unnecessary for the UE to receive any ground truth labels from the NW. Thus, no additional procedure for the data collection for UE-side ML-based positioning is needed and the model monitoring for UE-side ML-based positioning should be transparent.
The potential spec impact for UE-side ML based positioning should be the potential coverage enhancement for PRS. The UE needs to measure the PRS from multiple TRPs, and the RSRP from the PRS from some TRPs may be too small, which could cause inaccurate CIR/PDP measurement so as to cause performance degradation of ML-based positioning. Therefore, it is necessary to study coverage enhancement on PRS.
Proposal 1: The model monitoring for UE-side ML-based positioning should be transparent.
Proposal 2: Study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. 
NW-side ML-based positioning
For NW-side ML-based positioning, the UE can measure PRS from a set of TRPs and report the CIR/PDP to the network. Then the potential spec impact could be how to quantize and report the CIR. Similar to CSI feedback, the CIR can be quantized based on some SD-basis and TD-basis. To further reduce the report overhead, the TD-basis can be based on DCT vector instead of DFT vector.
In RAN1 #111, it was agreed to study the feasibility and necessity for the following aspects:
	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data




Compared to the online training, the offline training is more practical for the network deployment, and the training could be based on the scenario the network is going to be deployed. Therefore, it is unnecessary to introduce the spec impact on training related aspects. In addition, some information like UE location is the UE’s private information, it is not feasible for the UE to disclose its location. It is also difficult for the UE to accurately identify ground truth information, e.g. UE location, LOS status, RSTD and so on.
On model monitoring, similarly, as the UE could be unable to actually identify the perfect ground truth information or could not disclose its private information, the UE cannot provide the assistance to the network. Instead, the network can schedule the SRS for positioning to identify the direct or indirect information for positioning, so that the network can perform the model monitoring in a transparent manner.
Proposal 3: Study aspects on CIR measurement and report
Proposal 4: The model training in the NW-side ML-based positioning should be transparent.
Proposal 5: The model monitoring for NW-side ML-based positioning should be transparent.

Conclusion
In this contribution, we provided discussion on enhancement of AI/ML based positioning. Based on the discussion, the following proposals have been achieved.
Proposal 1: The model monitoring for UE-side ML-based positioning should be transparent.
Proposal 2: Study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. 
Proposal 3: Study aspects on CIR measurement and report
Proposal 4: The model training in the NW-side ML-based positioning should be transparent.
Proposal 5: The model monitoring for NW-side ML-based positioning should be transparent.

