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Introduction
In this contribution, the potential specification impact on AI/ML based CSI compression feedback with two-sided model is discussed, and then whether differ time domain CSI prediction or potential specification impact on time domain CSI prediction are discussed. 
Discussion on potential specification impact for CSI compression feedback with two-sided AI/ML model 
AI/ML model training collaboration type
According to the agreement achieved in [1], three training types are adopted to training two-sided AI/ML model for CSI compression, and a conclusion on training collaboration type were identified in [4] as follows:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
Other collaboration types are not excluded
Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately


In [3], it has been agreed that training collaboration Type 2 is deprioritized in R18 SI. Hence, we focus on the discussion of Type 1 and Type 3. According to the training two-sided model at which side/entity, Type 1 can be re-divided into joint training of the two-sided model at NW side and joint training of the two-sided model at UE side. Similarly, Type 3 is able to re-divided into NW-first separate training and UE-first separate training as well. For NW-first separate training, it denotes CSI generation part and CSI reconstruction part are firstly trained at NW side, then CSI generation part is trained at UE side based on the intermediated dataset. For UE-first separate training, it denotes that CSI generation part and CSI reconstruction part are firstly trained at UE side, then CSI reconstruction part is trained at NW side based on the intermediated dataset. 
If AI/ML model is jointly trained by UE, i.e., joint training of the two-sided model at UE side, NW-side will store different AI/ML models for different UE vendors considering they will train different two-sided models. Even for the same UE vendor, it may train different two-sided models if a generalized or scalability two-sided model cannot be trained for different scenarios and configurations. This implies that NW-sided will store and manage a lot of NW-sided part models, which will be a challenge task for network. Similarly, For UE-first separate training, it also has the same problem. Therefore, we mainly discuss the pros/cons of joint training of the two-sided model at NW side and NW-first separate training. 
Observation 1: NW may store and manage a lot of NW-sided part models for joint training of the two-sided model at UE side and UE-first separate training.
According to discussion in the RAN1#112 meeting, the pros and cons for the two training types need to be discussed through following items.
· Whether model can be kept proprietary 
For joint training of the two-sided model at NW side, NW will transfer or deliver the UE-side part model to UE after training a two-sided model. Hence, the model proprietary cannot be kept. However, the model proprietary can be kept for NW-first separate training, since UE-sided part model is trained by itself according to shared trained dataset from NW side. Model transfer or deliver is not needed.
· Requirements on privacy-sensitive dataset sharing 
In our view, training dataset should not be regarded as privacy-sensitive dataset. Network may require UE to report some assistance information for training AIML model. E.g., the assistance information can be the location of UE. Whether such privacy-sensitive dataset sharing to the other side needs to further study.
· Flexibility to support cell/site/scenario/configuration specific model
Both training types can be used to flexibly trained the two-sided model for different scenarios or configurations. Network can collect training dataset for different configurations or scenarios. Therefore, scenarios or configuration specific model can be flexibly trained at for both training types.
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
For training Type 1, the training model is not hardware-specific optimization as the partial model is not trained at one side. While the training Type 3 is hardware-specific optimization. Both partial models are separately trained at two side for Type 3.
· Model update flexibility after deployment
For Type 1, it refers model transfer or deliver. This implies that the deployed model can be flexibly updated. However, UE needs to re-trained UE-sided part model if the model is updated. Assume that one UE does not have the ability of training new AI/ML model. Then, this UE will not update the deployed AI/ML model.
· Feasibility of allowing UE side and NW side to develop/update models separately
It is obviously that Type 3 can allow UE and NW to develop and update models separately. However, it is not feasible that UE and NW to implement such thing for Type 1. NW-sided part model and UE-sided part model need to jointly trained and they are paired. Once one part model is updated. The other part model should be updated accordingly. Or they will not be paired. 
· Whether gNB or UE can maintain/store a single/unified model
Since gNB trains the two-sided model by using joint training at network side and NW-first separated training, gNB can maintain or store a unified model for different UEs. While UE cannot maintain a unified model for such two training types.
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use  
For such extendability, in fact, it required UE-side model or NW-side model to train or update their model separately. According to discussion on the feasibility of allowing UE side and NW side to develop/update models separately, Type 3 has such extendability. However, Type 1 does not have such ability. 
· Whether training data distribution can be matched to the device that will use the model for inference
Network can collect dataset to train the two-sided model. The collected data type can be same that of model inference. Thus, the training data distribution can match to the device that will used the model for inference.
· Whether device capability can be considered for model development
Legacy UEs does have AI/ML model inference ability. It is not necessary to develop AI/ML model for such UEs. Even some UEs can support model inference, however, they may not support complex AI/ML model inference. Hence, device capability should be considered for the two training types before model development.
According to above discussion, the pros and cons of joint training of two-sided model at NW sided and NW-first separate training are given in Table 1.
Table 1: The pros and cons of joint training of two-sided model at NW sided and NW-first separate training
	Items
	Type 1 
(Joint training of the two-sided model at NW side)
	Type 3
(NW-first separate training)

	Whether model can be kept proprietary
	NO
	YES

	Requirements on privacy-sensitive dataset sharing
	NO
	NO

	Flexibility to support cell/site/scenario/configuration specific model
	YES
	YES (Depends on UE capability of training AI/ML model)

	gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
	NO（Only NW -sided hardware optimization ）
	YES

	Model update flexibility after deployment
	YES
	YES

	Feasibility of allowing UE side and NW side to develop/update models separately
	NO
	YES

	Model performance based on evaluation in 9.2.2.1
	Optimization
	Less than Type I

	Whether gNB can maintain/store a single/unified model
	YES
	YES

	Whether UE device can maintain/store a single/unified model
	NO
	NO

	Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	NO
	YES

	Whether training data distribution can be matched to the device that will use the model for inference
	Depends on the collected training data
	Depends on the collected training data

	Whether device capability can be considered for model development
	YES
	YES


Based on above discussion, we can see that both training model types have its pros and cons. Considering different UE capabilities, both joint training of two-sided model at NW side for Type 1 and NW0first separate training for Type 3 can be considered
Proposal 1: Both joint training of two-sided model at NW side for Type 1 and NW-first separate training for Type 3 can be considered to train two-sided CSI compression AI/ML model.
Data collection 
In [4], the following agreements on data collection were achieved. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection


According to this agreement, data collection can be implemented at UE and gNB side. The necessary, feasibility and potential specification impact for them are respectively discussed from reference signal enhancement, signalling for triggering the data collection, assistance information for data collection, etc.
UE side data collection
Due to limited the memory storage and power of UE, data should be collected for training model at UE server side. Therefore, we mainly consider data collect at UE server side to discuss the potential specification impact. 
· Reference signal enhancement
It is enough flexibly according to the time-frequency domain pattern design of CSI-RS resource in current specification. The enhancement of pattern design of CSI-RS resource is not necessary. SINR has impact on obtaining higher accuracy channel measurement. In order to obtain higher accuracy channel measurement, the simplest way is to increase CSI-RS transmission power, which can be achieved by change the value of powerControlOffset or powerControlOffset in current CSI-RS resource configuration. Therefore, it is not necessary to enhance CSI-RS resource configuration for UE side data collection.
· Assistance information for data collection
Assume that a generated AI/ML model can be trained for different scenarios and configurations. It is not necessary to introduce ID for categorizing the data. Otherwise, the data ID can be introduced to indicate the characteristic of the collected data, such that UE server is able to train AI/ML model by using the suitable data. But the data ID can be indicated to UE server through proprietary way, which does not have impact on specification. 
· Signalling for triggering the data collection
In order to collect data at UE server side, UE server will indicate UE to start or stop data collecting. The interaction signalling between them is propriety, which does not have impact on specification. But UE still need to send signalling to network so that network configures CSI-RS resource for estimating downlink channel. Once UE server has obtained enough training data, it will inform UE to stop collecting data. Accordingly, UE will send trigger signalling to network for stopping CSI-RS transmission.  If UE or network wants to update AI/ML model, they can also send trigger signalling to UE server or UE respectively for collecting new dataset. Such procedure is illustrated in Fig.1. Note that the trigger signalling between UE and network should be specified. The detail signalling design between them can be discussed during work item in next release. 


Fig.1. The illustration of signalling interaction procedure among UE, network and UE server.
NW side data collection
· Reference signal enhancement
According to above discussion, higher accuracy measurement can be achieved by using the current CSI-RS resource configuration. It’s not necessary to enhance CSI-RS resource configuration. In current specification, CSI-RS resource is UE-specific reference signal. This means that CSI-RS resource is configured for each user through a specific configuration signalling. For network side data collection, it will consume a lot of signalling overhead. Note that there is no such issue for UE side data collection. In addition, the configured CSI-RS resource per UE may be different. In order to collect training data, network expects the dimension of collected data as far as possible. I.e., the number of CSI-RS resource port for all users should be same. In order to achieve this object, the simple way is that CSI-RS resource are configured per cell. It can not only reduce signalling overhead, but also make the dimension of collected data be same. 
· Assistance information for data collection
In our view, configuration ID or Cell ID as an assistance information is not necessary. Since CSI-RS resource is configured as UE-specific, gNB can obtain channel information for each UE which corresponds to different configurations. Therefore, gNB is able to distinguish and categorize the collect data according to the CSI-RS resource configure for each UE. The data is collected at NW side. NW side knows which users are served by which cells. In addition, NW can control which users should report channel information for data collection. The users which do not belong to the serving cell will not be indicated for reporting data. Hence, the data ID is also not necessary to be included for network side data collection.
· Signalling for triggering the data collection
The procedure of data collection refers to starting and stop of data collection. Since the data collection is implemented at NW side, NW should decide when to initiate and stop data collection. For example, when a gNB detects that there are many access users, gNB will indicate the users to report the data for training model. Once gNB collects enough data, it will indicate the all users stop reporting data. Different from UE side data collection, network will initiate the trigger signalling to collect data. As shown in Fig.1., the interact signalling between UE and network should be specified.
For offline training, the problem of overhead of data collection for offline training is not serious. If the data is transmitted in a proprietary way, the overhead of data collection can be accepted. However, if the collected data is transmitted through air interference, how to reduce the overhead of data collection should be studied.
· The overhead of data collection
It needs a lot of dataset for training AI/ML model. If the collected data is too less, the performance of trained AI/ML model may be degraded. For CSI compression feedback in FDD systems, the channel information for training dataset are estimated at UE side. This implies that the estimated channel information should be reported to network. The data type for training AI/ML can be raw channel information, eigenvector of channel and Type II-liked precoder vector, i.e., Rel-16/17 Type II codebook vector. The eigenvector of channel and Type II-liked precoder vector is able to calculated through raw channel information. If there are many subbands and receive antennas, the overhead of raw channel information reporting is obviously larger than that of eigenvector of channel or Type II-liked precoder vector. Compared with eigenvector of channel, Type II-liked precoder vector can save much more overhead for training AI/ML model. However, since Type II-liked precoder vector will loss some channel information due to parameterization and quantization, the performance of trained AI/ML model by using Type II-liked precoder will be worse than that of trained AI/ML model by using the other data types. The performance loss can be reduced through designing suitable codebook parameters. The performance loss is affordable by configuring suitable codebook parameters when eType II codebook precoder vector is adopted, while the feedback overhead can be significantly reduced. Excepted eType II codebook, Rel-17 port selection Type II codebook can also be used to collected data. In fact, compare with eType II codebook, Rel-17 port selection Type II codebook can not only further reduce feedback overhead, but also reduce the computation complexity of UE. Therefore, Rel-17 port selection Type II -liked precoder vector should be considered to collected data for training AI/ML model as well.
Observation 2: For UE side and network side collection, it is not necessary to enhance CSI-RS resource since higher accuracy channel measurement can be obtained by current CSI-RS resource configuration. 
Observation 3: For UE side and network side data collection, the data ID is not necessary to report as an assistance information considering that the data ID can be obtained in a proprietary way or network configuration.
Proposal 2: For network side data collection, cell-specific CSI-RS resource configuration can be supported to reduce configuration signalling overhead. 
Proposal 3: The design trigger signalling between UE and network should be specified.
Proposal 4: The methods on overhead reduction for AI/ML model training should be studied for updating or monitoring AI/ML model.
CSI measurement 
In the last meeting [4], the following five alternatives on CQI calculation were given. Their pros and cons are respectively discussed. 
	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


For Alt1a, the calculated CQI is over-optimization if CQI is calculated based on target CSI with realistic channel measurement. The reason is that the inference CSI at gNB is not same target CSI. There is some channel information loss due to CSI compression loss.  For Alt1b, if CQI is adjusted based on the assistance of network indication, some indication overhead will be required. In addition, the accuracy of CQI cannot be guaranteed since NW does not obtain raw channel information. For Alt1c, if CQI is calculated by using traditional codebook, e.g., eType II codebook, the computation complexity is increased compared with other alternatives. The calculated CQI based on traditional codebook may be underrated due to quantization of codebook.
For Alt2a, CSI reconstruction part need to be deployed at UE side. Model transfer or deliver will be involved in if the reconstruction part is same to the one at gNB side. If the reconstruction part at UE side is different from the one at gNB side, the calculated CQI must be different by using two different CSI reconstruction part. How to adjust the CQI needs to further study. 
For Alt 2b, gNB transmits beamformed CSI-RS at first stage, where the beam is inferred PMI via AI/ML-based CSI reconstruction part, i.e., decoder, at gNB side. At the second stage, RI and/or CQI is calculated by UE through the received beamformed CSI-RS. This procedure is similar to non-PMI feedback in current specification. In Fig.2, the processing procedure for Alt2b is given to illustrate RI, PMI and CQI calculation. The calculated RI/CQI can match the PMI, which avoids performance loss incurred by the mismatch between RI/CQI and PMI. Note that variation of RI/CQI is slower than that of PMI in most scenarios. It does not need to transmit beamformed CSI-RS at each time after PMI reporting. Therefore, the increased overhead of CSI-RS resource for Alt2b is limited.



Fig.2. The processing procedure of two-stage calculating RI, PMI and CQI at UE side
Proposal 5: Alt2b, i.e., CQI is calculated using two stage approach, where UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder should be supported.
CSI reporting
The following agreement on CSI reporting were achieved in [4]. According to the agreements, the feasibility and methods of CSI reporting priority, CSI omission, codebook subset restriction (CBSR) and CSI processing unit (CPU) should be studied for CSI reporting. Before discussing CSI omission, we will firstly discuss UCI design since CSI omission is based on UCI design.
	Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.
Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit


CSI reporting priority rule
When multiple CSI reports are sent to gNB, it will incur CSI collision, which results some CSI reports dropped. In current specification, CSI reporting is dropped through the predefined priority rule, and the rule is defined through the expression . Each CSI report is associated with a priority value . The smaller value , the higher priority CSI reports. 
AI/ML-based CSI compress feedback or beam management just instead of legacy CSI feedback or beam reporting through AI model inference. From this perspective, it is straightforward to legacy priority rule is reused for determining the priority of CSI reporting. However, once legacy CSI reporting and AI/ML-based CSI reporting are transmitted to gNB through different CSI reports. CSI collision may occur. For such case, how to drop them needs to be addressed. In our view, the following two methods can be considered to determine the priority of AI/ML-based CSI feedback.
· Alt1: A priority value  with new parameter value
· Alt2:  Introducing new parameter 
For Alt1, it is straightforward to determine the priority of AI/ML-based CSI feedback. For example, k=0 and k=1 respectively denotes L1-RSRP or L1-SINR reporting and other than L1-RSRP or L1-SINR reporting. In order to denote the priority of AI/ML-based CSI compression feedback, k can set to 0, 1 and 2, where k=0 still denotes L1-RSRP or L1-SINR reporting, let k=1 denote the AI/ML-based CSI compression reporting, and k=2 denote other than L1-RSRP or L1-SINR reporting and AI/ML-based CSI compression reporting.
For Alt2, a new parameter  is introduced to denotes AI/ML-based CSI compression reporting. E.g., = .  denotes the number of AI/ML-based CSI reporting, =0 denotes the AI/ML-based beam reporting, =1 denotes AI/ML based CSI reporting other than  AI/ML-based beam reporting. Both alternatives can be adopted to determine the priority of AI/ML-based CSI reporting.
Proposal 6: The legacy priority rule can be reused to define the priority the AI/ML based CSI reporting, and a priority value  with new parameter value or introducing new parameter   is used to indicate the priority of CSI reporting.
UCI design
In current specification, CSI reporting can be transmitted through PUSCH or PUCCH. For Type II or eType II codebook, CSI reporting includes two parts, i.e., Part 1 and Part 2 to report the contents of CSI through PUSCH. The PMI is included in Part 2. For AI/ML based CSI feedback with two-sided model, the compression information can be regarded as one kind of PMI. Therefore, the compression information should be included in Part 2. RI and CQI are still included in Part 1 if RI, CQI and compression information are reported together. According to discussion on CSI measurement in subsection 2.3, RI and CQI can be independently reported in second stage. For such as case, CSI compression feedback can be reported through one part or two parts. 
Proposal 7: CSI reporting with two parts, i.e., Part 1 and Part 2 or only one part for AI/ML based CSI feedback with two-sided model can be supported.
CSI omission
When there is no enough uplink resource for transmitting all contents in a CSI reporting, CSI omission will occur. I.e., partial contents in the CSI reporting will omitted. However, if some important CSI parts are dropped, it will result significant performance loss. In order to address this issue, CSI Part 2 for eType II codebook are divided into three groups. According to discussion on UCI design in subsection 2.4.2, CSI reporting based on AI/ML model can include two parts or only one part. In our view, the CSI Part 2 for two parts and only one part can also be divided into N>1 groups to implement CSI omission. Different from eType II codebook, AI/ML-based CSI compression feedback may not include non-zero coefficients and SD basis, FD basis, indication information of non-zero coefficients, and so on. There are mainly compressed quantization information for AI/ML based CSI compression.  The question is how to divide the compressed quantization information into N groups. 
According to discussion in AI 9.2.2.1, for the two-sided AI/ML model, it includes layer-common model, layer-specific model, rank-common model and rank-specific. For different models, the length or contents are different as well. Before discussing CSI omission, which types of model adopted should be firstly determined. 
Proposal 8: The compressed quantization information is divided into N>1 groups for CSI omission, where the values N and how to divide into N groups needs to further study.
Codebook subset restriction (CBSR)
In traditional Type II codebook-based CSI feedback, the codebook subset restriction would be configured to UE for eliminating the inference. While for AI based CSI feedback, how to eliminate the interference is one issue to be solved. In previous meeting, two options were agreed as input-CSI-NW for further study, option 1a is the precoding matrix in spatial-frequency domain, and option1b is the precoding matrix represented using angular-delay domain projection. In our understanding, option 1b is codebook-based solution and can apply the codebook subset restriction naturally. For example, the UE can transfer the precoding matrix in spatial-frequency domain to precoding matrix in angular-delay domain by using a restricted DFT codebook, and the restricted parameters can be configured by gNB. 
Observation 4: The CBSR can be implement when input-CSI-NW the precoding matrix represented using angular-delay domain projection.
CPU
In traditional codebook-based CSI feedback, the UE indicates the number of supported simultaneous CSI calculation  and the CPU occupation for different CSI report quantity and different time domain type is different. While for AI based CSI feedback, similar processing unit e.g., AIPU capability and AIPU number determination for various cases of AI based CSI enhancement should be studied in RAN1.
Proposal 9: RAN 1 should study the AI processing unit capability report and AI processing unit number determination for various cases of AI based CSI enhancement.
Performance monitoring
In [4], the following agreements on performance monitoring was identified. According to the agreements, model performance monitoring could be implemented at NW-side and UE-side. For UE-side model performance monitoring, it includes without CSI reconstruct model and with CSI reconstruct model at UE side. The feasibility, specification impact, overhead, complexity, and latency about them are respectively discussed.
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.


· The feasibility and reliability
In theory, it is feasible that the three methods are used to monitor model performance. But the reliability needs to evaluated through simulation in AI 9.2.2.1. For NW-side model performance monitoring, gNB can collect different target CSIs from different UEs. Therefore, gNB can obtain reliable target CSI to help gNB monitoring model performance. Even though one target CSI from a UE is not accurate, gNB still monitors the model accurately. While output CSI is obtained from one UE for UE-side performance monitoring, the reliability needs to further study and evaluate. The reason is that the performance degradation may not be incurred by AI/ML model. It is possible the channel condition of the user is changed, which also results performance loss. For such case, the model at gNB side does not need to update or switch.
·  Overhead
If the target CSI or output CSI is transmitted in a proprietary way, the overhead does not need to considered. Otherwise, how to reduce the overhead needs to study. Since target CSI or output CSI can be precoding matrix or channel matrix, it will need a lot of quantization indication overhead, especially when the number of subbands is configured with larger values. Therefore, the transmission overhead of target CSI and output CSI is usually larger. In order to reduce the overhead, higher resolution codebook quantization, e.g., Rel-16/17 Type II codebook can be considered if there are obviously performance loss. 
· Complexity
According to the calculation SGCS and NMMSE, they only refer to operation of addition and multiplication. Hence, the computation complexity can be affordable for UE side and network side.  If the intermediate KPI, such as SGCS or NMMSE, is adopted to monitor model performance, the computation complexity for performance monitoring can be ignored.  
· Specification impact
If the target CSI and output CSI are sent to the other entity in a proprietary way, there is no specification impact. Or, the transmission of target CSI and output CSI should be specified. For NW-side mode performance monitoring, the signalling of target CSI transmission and how to transmit the data need to be specified. For example, whether the target CSI is independently reported or jointly reported with CSI compression information from the CSI generation model? What is the container of target CSI transmission?  How to define the time behaviour of target CSI transmission, e.g., periodic, semi-persistent or aperiodic transmission? For UE-side model performance monitoring, the related signalling of output CSI transmission and threshold criterion configuration should be specified. Accordingly, the methods, container and time behaviour of output CSI transmission need to be specified as well. Based on above discussion, we have the following observations.
Observation 5:  The feasibility and reliability need to evaluated for the three methods of model performance monitoring.
Observation 6: The transmission overhead of target CSI or output CSI is usually larger for model performance.
Observation 7: For NW-side model performance monitoring, network calculates the intermediate KPI, which save the calculation complexity of UE-side.
Observation 8: The method, container and time behaviour of target CSI or output CSI transmission need to be specified. 
System performance not only depends on the AI/ML model inference performance, but also depends on the environment variation of user. it cannot easily say that the AI/ML model become worse once system performance degrades, since performance loss may be incurred by the channel variation of user experience. In order to address this issue, legacy CSI based monitoring is a good method to help improving the reliability of model performance monitor. For example, gNB calculates one average SGCS K1 based on the inferenced output CSI by CSI reconstruction model and the target CSI from UE side, where K1 may be calculated based on different subbands or time instance. UE could calculate the other one average SGCS K2 based on eType II codebook parameter and the target CSI, and K2 is reported to gNB. gNB can judge whether AI/ML model performance is worse or not according to K1 and K2. According to above discussion, we give the following proposal.
Proposal 10: In order to improve the reliability of model performance monitoring, legacy CSI based feedback, e.g., eType II-based CSI feedback, should be adopted as a reference.
AI/ML functionality identification and/or AI/ML model identification for AI/ML based CSI compression feedback  
According to discussion on AI/ML framework in AI 9.2.1, for UE-side model and UE-part of two-sided model, they can be identified through AI/ML functionality identification and/or AI/ML model identification. The related agreement on model identification and lifecycle management (LCM) are given as follows. In this subsection, we will discuss how to implement AI/ML functionality identification and/or AI/ML model identification for AI/ML based CSI compression feedback.
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact
FFS: detailed understanding on model 
Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.


Based on above agreements, we think AI/ML-based CSI compression feedback is one of AI/ML-enabled feature. For such feature, it includes multiple models or pairing models at UE side. In our view, these models can be identified through functionality, model ID or both functionality and ID. 
For AI/ML functionality identification, the definition of AI/ML functionality should be firstly given, such that UE and gNB can achieve common understanding what is the functionality of each model. For simplicity, the AI/ML functionality for CSI compression can be defined by its application condition, supported configuration parameter or CSI payload size outputted by CSI generation part model. Based on such definition, each CSI generation part model and/or CSI reconstruction part model at UE side can be defined, and is reported to gNB through UE capability reporting. For example, there are two AI/ML functionality. According to functionality definition, AI/ML functionality 1 supports maximum payload size is 250 bits and to inference in Uma, UMi or indoor with speed less than 10 Km/h.  AI/ML functionality 2 supports fixed payload size is 100 bits and to inference in UMa with speed higher than 10 Km/h. UE will report the two AI/ML functionalities to gNB through UE capability reporting. 
For AI/ML model identification, it is directly method to define a AI/ML model. Each model has its model ID. According to discussion in RAN1, they assume model ID is unique “globally”. UE just sent the model ID to gNB. gNB will know UE support which model IDs. In order to identify what is the model, it requests to character the model with detail information. Such as, we still assume that there are models, and model ID 1 supports maximum payload size 120 bits and application into UMa, UMi and indoor with speed no more than 3 km/h. Accordingly, model ID 2 supports maximum payload size 120 bits and application into UMa with speed more than 30 km/h.
In addition to AI/ML functionality identification and AI/ML model identification, AI/ML model can be identified by both AI/ML functionality and AI/ML model identification. It can be illustrated in Fig.3. For the AI/ML- enabled CSI compression feature, the feature includes two functionality which applied to different scenarios for CSI compression feedback. For each functionality, it includes two mode. Different model ID corresponds to different maximum payload size. Although Model ID1 or Model ID3 can be adopted to infer the payload size with less than 60 bits, the inference performance of Model ID1 and Model ID3 is less than that of Model ID2 and Model ID4, respectively. Therefore, they should be divided into different AI/ML models.


Fig.3. Illustration of model identification based on AI/ML functionality identification and AI/ML model identification
Proposal 11:  UE side model or UE part model for CSI compression feedback can be identified through AI/ML functionality, AI/ML model, or both functionality and model. How to define AI/ML functionality and/or AI/ML model for CSI compression feedback should be firstly studied. 
Discussion on potential specification impact for time domain CSI prediction using UE sided model 
In [3], the following agreement on time domain CSI prediction were achieved. According to the agreement, RAN1 should revisit at RAN1#112b-e to discuss whether to defer potential specification impaction discussion on time domain CSI prediction at 9.2.2.2.
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  


According to our simulation result on time domain CSI prediction in AI 9.2.2.1, UE can accurately predict the CSI in the future instance. Time domain CSI prediction is implemented by using UE sided model. It can be regarded as UE’s implementation algorithm. The specification impact may be not too much. We think the specification impact on time domain CSI prediction using UE sided model could be discussed in Rel-18.
In Rel-18 MIMO CSI enhancement for medium/high velocities, it requires to implement CSI prediction at UE side, and CSI is reported with Type II codebook method. In order to help UE predicting CSI of future instance, the number of CSI-RS resources and the interval of adjacent CSI-RS resources have been discussed and specified.  In our view, this can be regarded as a starting point to discuss the specification impact on time domain CSI prediction using UE sided AI/ML model.
Proposal 12: The specification impact on time domain CSI prediction using UE sided model selected as a representative sub-use case for CSI enhancement could be studied in Rel-18.
Proposal 13: The number of CSI-RS resources and the interval of adjacent CSI-RS resources discussed in Rel-18 MIMO CSI enhancement for medium/high velocities should be as a starting point to study its potential specification impact.
Conclusions
In this contribution, potential specification impact for AI/ML based CSI compression feedback with two-sided model and time domain CSI prediction are discussed, and the observations and proposals are given as follows:
Observations
Observation 1: NW may store and manage a lot of NW-sided part models for joint training of the two-sided model at UE side and UE-first separate training.
Observation 2: For UE side and network side collection, it is not necessary to enhance CSI-RS resource since higher accuracy channel measurement can be obtained by current CSI-RS resource configuration. 
Observation 3: For UE side and network side data collection, the data ID is not necessary to report as an assistance information considering that the data ID can be obtained in a proprietary way or network configuration.
Observation 4: The CBSR can be implement when input-CSI-NW the precoding matrix represented using angular-delay domain projection.
Observation 5:  The feasibility and reliability need to evaluated for the three methods of model performance monitoring.
Observation 6: The transmission overhead of target CSI or output CSI is usually larger for model performance.
Observation 7: For NW-side model performance monitoring, network calculates the intermediate KPI, which save the calculation complexity of UE-side.
Observation 8: The method, container and time behaviour of target CSI or output CSI transmission need to be specified. 

Proposals
Proposal 1: Both joint training of two-sided model at NW side for Type 1 and NW-first separate training for Type 3 can be considered to train two-sided CSI compression AI/ML model.
Proposal 2: For network side data collection, cell-specific CSI-RS resource configuration can be supported to reduce configuration signalling overhead. 
Proposal 3: The design trigger signalling between UE and network should be specified.
Proposal 4: The methods on overhead reduction for AI/ML model training should be studied for updating or monitoring AI/ML model.
Proposal 5: Alt2b, i.e., CQI is calculated using two stage approach, where UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder should be supported.
Proposal 6: The legacy priority rule can be reused to define the priority the AI/ML based CSI reporting, and a priority value  with new parameter value or introducing new parameter   is used to indicate the priority of CSI reporting.
Proposal 7: CSI reporting with two parts, i.e., Part 1 and Part 2 or only one part for AI/ML based CSI feedback with two-sided model can be supported.
Proposal 8: The compressed quantization information is divided into N>1 groups for CSI omission, where the values N and how to divide into N groups needs to further study.
Proposal 9: RAN 1 should study the AI processing unit capability report and AI processing unit number determination for various cases of AI based CSI enhancement.
Proposal 10: In order to improve the reliability of model performance monitoring, legacy CSI based feedback, e.g., eType II-based CSI feedback, should be adopted as a reference.
Proposal 11:  UE side model or UE part model for CSI compression feedback can be identified through AI/ML functionality, AI/ML model, or both functionality and model. How to define AI/ML functionality and/or AI/ML model for CSI compression feedback should be firstly studied. 
Proposal 12: The specification impact on time domain CSI prediction using UE sided model selected as a representative sub-use case for CSI enhancement could be studied in Rel-18.
[bookmark: _GoBack]Proposal 13: The number of CSI-RS resources and the interval of adjacent CSI-RS resources discussed in Rel-18 MIMO CSI enhancement for medium/high velocities should be as a starting point to study its potential specification impact.
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