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1 Introduction
During RAN#94e, a study item (SI) on AI/ML for NR Air Interface was approved, with the revised study item description in [1].

In RAN1 #110, for the CSI compression sub-use case it was agreed to further study potential specification impact on CSI report [2], as shown below.
	In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least

· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 

· CQI determination

· RI determination


Furthermore, in RAN1 #112, it was agreed to study options for CQI determination in CSI report [3]. 

	In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    

· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including

· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  

· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 

· Option 1c: CQI is calculated based on legacy codebook

· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including

· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment

· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 

· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   


For the CSI compression sub-use case using two-sided model, in RAN1 #110bis-e it was agreed to study the potential specification impact for performance monitoring [4]:

	In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 

•
NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    

•
UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    


Model monitoring was further discussed in RAN1 #112, where it was agreed to study the potential specification impact of intermediate KPI based monitoring [3]:

	In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:

· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 

· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 

· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side

· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 

· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 

· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.


 This contribution discusses potential specification impacts of the CSI compression representative sub-use case, including pre-processing, RI/CQI determination, intermediate KPI based model monitoring, mechanisms for fallback to legacy non-AI/ML-based CSI feedback, and potential specification impact of quantization.
2 Discussion
2.1 Spatial-Frequency domain CSI Compression

Pre-Processing

Spatial-frequency domain compression with AI/ML at the UE side enables the UE to provide rich feedback without unnecessary redundancy for cases where multiple RBs or beams experience similar channel characteristics. To optimize spatial-frequency compression, the AI/ML model at the UE must be adaptable to different BWP sizes, CSI-RS configurations, antenna array sizes and channel characteristics. A general model that can operate with all combinations of the above would be desirable. However, training and maintaining such a model may be an overly complex endeavor. Furthermore, the complexity associated with such a model may be prohibitive. One way to efficiently use spatial-frequency domain compression without the need of a generalized AI/ML model is by using pre-processing. For example, pre-processing in the frequency or spatial or angular-delay domain can be used to reduce the dimensionality at the input of the AI/ML encoder. This can therefore reduce the AI/ML encoder complexity and (re)training requirements.

The pre-processing should be adaptable to the observed and measured channel. For example, pre-processing may be used to normalize the dimensionality at the AI/ML model input. Normalization can be achieved as a function of the coherence bandwidth, delay spread or spatial correlation. Each of these metrics can result in different pre-processors and thus different feedback report types or contents.
During RAN1 #112, the following agreement was reached:

In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 

· Option 1: Precoding matrix

· 1a: The precoding matrix in spatial-frequency domain 

· 1b: The precoding matrix represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain

· 2b: raw channel is in angular-delay domain 

·  Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately

Based on the above discussion, supporting both Options and their sub-options is desirable to improve the quality of CSI feedback while limiting unnecessary CSI feedback overhead.

By compressing the eigenvectors instead of the full channel matrix, Option 1 can reduce the complexity compared to Option 2 (as smaller model sizes may be needed to compress the eigenvectors). It may also result in smaller feedback size.  Additionally, the simulation results in [5] show that the AI/ML based CSI compression using eigenvectors outperforms the AI/ML compression of the full channel, in terms of the SGCS performance, for the scenarios simulated.  However, using the compressed eigenvectors for CSI feedback may ultimately result in poorer MU-MIMO system performance compared compressing the full channel, as the eigenvalue information may be lost.  A more comprehensive trade-off analysis of the two options is needed, including evaluation of the relative performance of the options in various conditions, for example in MU-MIMO and high interference scenarios. This suggests that prioritizing one option over the other is premature at this time.
Proposal 1: Perform a trade-off analysis of the performance, complexity and standardization impacts of both precoding matrix and explicit channel matrix before prioritizing.

Regarding pre-processing, the output of the encoder at the UE, and therefore input of the decoder at the NW can be impacted by the pre-processor used. Supporting different pre-processing types in different domains as a function of channel characteristics means that dynamic selection of appropriate pre-processors should be studied. Alternatively, a UE could support multiple AI/ML models to satisfy multiple configurations or channel characteristics. In either case, the UE needs to inform the gNB of the pre-processor type (or AI/ML model) used for a feedback report. The UE can be configured with rules to select a specific pre-processor and these rules can depend on channel characteristics. Therefore, feeding back the identity or type of the pre-processor implicitly informs the gNB about some channel characteristics and thus adds value to the feedback overhead.
Observation 1:
Different pre-processing types are beneficial under different deployment scenarios and channel characteristics.
Observation2:
Different pre-processing types lead to different AI/ML encoder outputs which need to be known at the decoder.

Proposal 2:

Study support of multiple pre-processing options.
Proposal 3:

Study UE selection and reporting of pre-processor type.
CSI Generation Model Output
As mentioned above, the contents of the output of the CSI generation model at the UE depends on both the pre-processing used and the AI/ML model used. Therefore, there needs to be common understanding between both the UE and gNB in terms of the pre-processing and AI/ML model used.

The output of the CSI generation model can be explicit feedback (i.e., feeding back a compressed version of the channel matrix), implicit feedback (e.g., reusing or modifying the RI/CQI/PMI framework) or a combination of the two.

Feeding back a compressed version of the matrix can enable optimal feedback report quality. However, we should consider studying benefits of transmitting RI and CQI feedback in addition to the channel matrix.

Including RI in the feedback should be studied in conjunction with pre-processing and reporting of pre-processor selection.

CQI calculation requires knowledge of the interference and may not be derived solely from the channel matrix. For example, the CQI value can be obtained from a combination of channel measurement on channel measurement resources (CMRs) and interference measurements on an interference measurement resources (IMRs). Therefore, to ensure the gNB has a complete understanding of the channel conditions at the gNB, it is beneficial for the UE to report RI and CQI in addition to the output of the AI/ML encoder.

During RAN1 #112, the following agreement was reached:

In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    

· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including

· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  

· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 

· Option 1c: CQI is calculated based on legacy codebook

· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including

· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment

· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 

· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   

· Other options are not precluded

· Note1: feasibility of different options should be evaluated 

· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated

· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

In some cases, the output of the gNB-sided AI/ML model (i.e., decoder) may not perfectly match with the input of the UE-sided model (e.g., encoder). In such cases, a reported CQI value could be irrelevant or misunderstood by the gNB. 

Option 1b is an improvement over Option 1a which doesn’t rely on OLLA. Methods to detect CQI mismatch and adjust the CQI should be further studied. Option 2a requires that the UE has a CSI reconstruction model, and this may not always be feasible, for example when model updates can be done independently. Option 2b requires multiple steps: for example, the NW must transmit multiple precoded CSI-RS each with a different UE-specific reconstructed precoder. An alternative could be to use DM-RS instead of CSI-RS, which may require a first PDSCH allocation, possibly using a conservative CQI assumption. 
CQI mismatch detection at either UE and/or gNB could be part of AI/ML model testing/validation. However, a few incidences of CQI mismatch should not be strong enough motivation to determine an AI/ML model is unfit. Therefore, it would be beneficial for the UE and NW to work together to determine when there is CQI mismatch.

In cases of suspected CQI mismatch, the NW (or UE) could provide additional information to the UE (or NW) on its reconstructed (or measured) CSI. This could enable determination of whether there is a mismatch and enable adjusting the CQI. Such additional information could for example be based on a metric determined from a difference between the reconstructed/measured CSI and a baseline and common CSI assumption.
Proposal 4:

Study UE determination and reporting of the RI and CQI based on the input to the AI/ML model at the UE.

Observation 3:
A UE without an up-to-date AI/ML decoder cannot independently detect CQI mismatch.
Proposal 5:

Study means to detect and identify when there is mismatch between a UE’s AI/ML encoder input and the NW’s AI/ML decoder output.
Proposal 6:

Study methods to enable CQI adjustment based on detected CQI mismatch.
Post-processing
Post-processing of the output of the CSI reconstruction model at the gNB might be beneficial. There may be a relationship between a post-processor and a pre-processor used at the UE. However, it is unclear whether post-processing requires any further studies given that it can likely be up to network implementation.

Other Impacts
In the study of spatial-frequency domain compression, the CSI compression type (e.g., whether to use channel- or eigenvector-based AI/ML models) should be discussed. To support different transmission requirements or channel conditions, it should be studied if and how a UE should support multiple AI/ML models.

Furthermore, CSI report types and mechanisms should be studied. The compressed CSI can use different CSI report types than the RI/CQI/PMI paradigm. For example, it should be studied whether the UE should select an AI/ML model (and pre-processor) as a function of the UCI payload or if the UCI resource should be chosen as a function of the selected AI/ML model. Additionally, UE fallback to legacy CSI reporting should be considered.

Proposal 7:

Study specification impacts of CSI compression using AI/ML including: CSI compression type, support of multiple AI/ML models, new CSI reporting mechanisms and fallback to legacy CSI reporting.
2.2 Considerations on specification impact of model performance monitoring
With reference to a two-sided AI/ML model for the CSI compression sub-use case, the model may be trained jointly or separately. Once the trained model is deployed at the UE, the AI/ML encoder performs inference based on received over-the-air transmissions that may have different statistics compared to the statistics of the training datasets. While the models may use carefully curated datasets for training, validation, and testing, it is still possible that the AI/ML encoder does not generalize well across all realistic channel conditions. Model monitoring is needed to enable the mitigation of potential performance degradation due to poor model generalization.
Observation 4:
It is possible that the AI/ML encoders do not generalize well across all realistic channel conditions.
Regarding model monitoring, RAN1 #110bis-e reached the following agreements:
	In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:

· Intermediate KPIs as monitoring metrics (e.g., SGCS)

· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).

· Legacy CSI based monitoring: schemes using additional legacy CSI reporting

· Other monitoring solutions, at least including the following option:

· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection




Given the potential challenges with the AI/ML model generalization, it is important to detect when the AI/ML encoder may lead to unacceptable errors in the reconstructed CSI. The detection may be based on model related measurements performed at the UE node or may be performed at the gNB, for example, based on the compressed CSI reported by the UE. Depending on which node the monitoring is performed (UE side only, or both UE and gNB), the AI/ML encoder model monitoring may have the following standardization impacts:

· How to configure the AI/ML encoder model monitoring

· Metrics for performance monitoring

· Triggers for AI/ML encoder model monitoring

· Signaling aspects.
UE-side model monitoring
For UE-side ML model performance monitoring, the UE needs to be configured with the monitoring metric. Furthermore, the monitoring configuration may need to be specified. For example, if other monitoring solutions such as, “Input or Output data based monitoring” are considered, configuration specific to “out-of-distribution” detection is needed.
Proposal 8:

Study means to configure/reconfigure the UE with the monitoring configuration, including the monitoring metric.
Additionally, for UE-side monitoring, the UE may need to report the monitoring metric, for example if the selected metric is an intermediate KPI such as the SGCS, NMSE or other; the reporting may be periodic or aperiodic. For this example, triggers for monitoring metric reporting may also need to be considered.  Lastly, signaling the UE-side monitoring metrics may need to be specified.
Proposal 9:

For UE-side monitoring, study triggers and means for reporting the monitoring metrics, including periodic and aperiodic reporting.

The monitoring metric needs to be carefully studied to avoid unnecessary overhead due to model updating or switching. For example, in some scenarios, SCGS used as an intermediate KPI may not be a good indicator of the eventual KPI performance (see the simulation results in our contribution [5]). In the example presented in [5], a 25% gap in the SGCS performance of two different models only translated to a throughput gap of 5% between the models, which may not justify model switching. 

Proposal 10:

For UE-side monitoring, study appropriate monitoring metrics to avoid unnecessary model updating or switching. 

While model monitoring is important for the detection of potential model performance degradation, reporting the UE-side metrics (e.g. intermediate KPIs such as SGCS and/or NMSE) may introduce additional feedback overhead. Further study of the monitoring metrics report size, quantization of the metrics, frequency of reporting, and thresholds for triggering reports is needed to avoid increasing the feedback overhead.
Proposal 11:  
For UE-side monitoring, study the UE-side monitoring metrics (including report size, metrics quantization, report frequency) to avoid increasing the feedback overhead. 
For UE-side monitoring based on the output of the CSI reconstruction model (where the CSI reconstruction model is at the NW-side), the NW needs to the indicate the reconstructed CSI output to the UE. The format of this indication needs to be specified; in addition to the reconstructed CSI, the indication may include information such as the type of CSI (full channel matrix or eigenvector), as well as means to identify the CSI report associated to the reconstructed CSI. While this monitoring method has the advantage of not requiring a CSI reconstruction model at the UE-side, it may result in additional downlink signaling overhead. 
Observation 5: 
Potential specification impacts of UE-side monitoring based on the output of the (NW-side) CSI reconstruction model include (but may not be limited to): format of the reconstructed CSI, CSI type (full channel matrix or eigenvector), identification of the corresponding CSI report, information on quantization of the reconstructed CSI.

Observation 6: 
UE-side monitoring based on the output of the NW-side CSI reconstruction model may increase the downlink overhead, because the output CSI reconstructed at the NW needs to be indicated by the NW to the UE.

For UE-side monitoring based on the output of the CSI reconstruction model at the UE-side, the UE needs to be configured with a CSI reconstruction model. This may be achieved off-line, before deployment. UE can have a simpler reconstruction model that represents the NW-side reconstruction, but may not be an identical model.  When the UE-side reconstruction model is different from the actual CSI reconstruction model used at the NW-side, the intermediate KPIs calculated at the UE-side may need to be adjusted to account for the different reconstruction models.  This monitoring method appears to have low signalling overhead, but may increase the UE complexity (and/or power consumption) as the UE needs to run the CSI reconstruction to measure the intermediate KPI.
Observation 7: 
Potential specification impacts of UE-side monitoring based on the output of the CSI reconstruction model at the UE-side include (but may not be limited to): UE indication of the ID of the UE-side reconstruction model, and means to adjust the intermediate KPI to account for the difference between the UE-side and NW-side CSI reconstruction models. 

Observation 8: 
UE-side monitoring based on the output of the CSI reconstruction model at the UE-side appears to have lower overhead compared to UE-side monitoring based on the output of the NW-side CSI reconstruction model.

NW-side model monitoring
For NW-side performance monitoring, the network may monitor the model performance based on existing system-level KPIs. However, when performance degradation occurs, it may be difficult to determine that the UE-side AI/ML model is the main contributor to the degradation. In this case, assistance information from the UE may be needed for NW-side performance monitoring. One of the options agreed for further study in RAN1 #112 is: ”NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side”. However, this option requires signaling of the target CSI, which will likely increase the feedback overhead. 

Observation 9: 
NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report has the potential to increase the feedback overheads as the target CSI is reported by the UE or obtained from the UE-side.

To enable NW-side monitoring with lower feedback overhead, another option may be to use a set of reference vectors (predefined and available at both NW-side and UE-side), such that metrics relative to the reference vectors and output CSI, as well as reference vectors and input CSI may be measured both at the NW-side and UE-side, respectively. 
Proposal 12:

In case of NW-side monitoring, study monitoring approaches with low signaling overhead.
Means to mitigate AI/ML model performance degradation
If AI/ML model performance degradation occurs, it may lead to unacceptable CSI reconstruction errors. This in turn may lead to sub-optimal user scheduling and precoder selection, thus potentially degrading the overall system performance.  It is thus important to study means to mitigate AI/ML encoder model performance degradation, such that system performance is not impacted.

Proposal 13:

Study means to mitigate AI/ML encoder model performance degradation.

If AI/ML model performance degradation occurs, a possible mitigation could be to perform an AI/ML model switch. For example, UE may be configured with different pretrained AI/ML models. The UE may select or configured to switch to an AI/ML model that is optimized for current channel conditions. If pretrained model is not available on the device, then AI/ML model transfer may be considered. However, AI/ML model transfers should be used sparingly to reduce the signaling overhead. Another possible mitigation could be to fine-tune the model via online training if supported. or by downloading offline trained model leading to model update or model parameter update. However, the latency of the mitigation method may be non-negligible; during this time, legacy CSI reporting may be needed to provide accurate CSI reports. So, mechanisms for fallback to legacy CSI reporting should be studied.
Proposal 14:

For CSI compression using two-sided model use case, study AIML model switching or AI/ML model (parameter) update to mitigate AI/ML model performance degradation. 

Proposal 15:

Study mechanisms for fallback to legacy CSI reporting (e.g. for cases when AIML model performance is poor). 
2.3 Considerations on specification impact of quantization 
During RAN1 #110b, the following agreement was reached:

Agreement

In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 

•
Alignment of the quantization/dequantization method and the feedback message size between Network and UE

To enable two-sided model with quantizer at the UE and dequantizer at the gNB, a mechanism (e.g., feedback message) is required to ensure some alignment is achieved. The mechanism can depend on whether the quantizer or dequantizer can be updated or changed dynamically or semi-statically and the level of alignment required.

For example, a quantizer/dequantizer can be semi-statically configured or only updated when AI/ML model switching occurs. In such a case, quantizer/dequantizer alignment could reuse some of the signaling designed to support AI/ML model switching.

For more flexibility, and for more control over the CSI feedback payload, the quantizer/dequantizer update should not depend solely on AI/ML model switching. In such a case, the required level of alignment of quantization/dequantization impacts the details of the alignment mechanism.

The alignment mechanism can include signaling from the node updating its quantizer or dequantizer. Therefore, the mechanism depends on whether the update of the quantizer/dequantizer is triggered by the UE or triggered by the gNB. For complete alignment, the information exchanged can be based on complete indication of the quantizer (or dequantizer) update. To reduce feedback message overhead, multiple quantizers (or dequantizers) can be configured with indices and the index of the new quantizer (or dequantizer) can be fed back.

On the other hand, if reduced alignment granularity is acceptable, the feedback message could include some parameters of the new quantizer (or dequantizer). This could reduce the size of the feedback message while still enabling the other node to update its quantizer (or dequantizer) to achieve the required performance.

Proposal 16: 
Study quantizer/dequantizer updating separate from AI/ML model switching.

Proposal 17: 
Study different alignment levels between quantizer and dequantizer.
During RAN1 #112, it was further agreed to study aspects related to determining the CSI payload size, as follows.

	In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 

· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.

· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.


How the UE determines the actual CSI payload size depends on the specific constraints configured by the NW, for example max CSI payload size, max rank restriction, but it may also depend on UE capabilities. For example, it may depend on whether the UE supports one or multiple AI/ML encoder models with different output sizes. It may also be a function of the quantization method (e.g. quantization aware, quantization non-aware, uniform/non-uniform, SQ/VQ).  While models using quantization aware training seem to outperform models with quantization non-aware training in terms of intermediate KPIs (see our companion contribution [6]), quantization aware training does not generalize well on payload size. Models with quantization non-aware training and using non-uniform quantization, may offer more flexibility for CSI payload size at the cost of some degradation in the SGCS performance.  

Proposal 18: For models with quantization non-aware training, study non-uniform quantization as means to determine actual CSI payload size within the NW configured constraints.
2.4 Considerations on CSI Prediction

In RAN1 #111, time domain CSI prediction using UE sided model was agreed as a representative sub-use case for CSI enhancement and evaluation of CSI prediction has been studied. Due to the current workload and progress on AI/ML SI, specification impact for CSI prediction has not been agreed to study in Rel-18.  Additionally, the group agreed to revisit in RAN1 #112b-e as a checkpoint to see if enough progress has been made for Rel-18 AI/ML SI so that there is a room to include specification impact study for the CSI prediction within Rel-18 time frame.

In RAN #99, the overall completion level of Rel-18 AI/ML SI was reported as 30% and marked as progress behind schedule in the status report [7]. Given that only 3 RAN1 meetings are left to finish the study for the rest of 70% work in Rel-18, there should be no up-scoping in Rel-18 AI/ML SI at this point. Therefore, the specification impact study for CSI prediction should be pushed out to Rel-19.

As the performance evaluation of CSI prediction will be finished in Rel-18, the normative work for CSI prediction could be part of Rel-19 after a short specification impact study if the AI/ML based CSI prediction is agreed to be included in the potential Rel-19 AI/ML WI based on the outcome of the CSI prediction performance evaluation.
Proposal 19: 
Specification impact for time domain CSI prediction using UE sided model is not studied in Rel-18.
3 Conclusion 
In this contribution we discussed the use of the CSI compression sub-use case of AI/ML for CSI feedback enhancements. Based on the discussion, we have the following observations and proposals:
Proposal 1: Perform a trade-off analysis of the performance, complexity and standardization impacts of both precoding matrix and explicit channel matrix before prioritizing.

Observation 1:
Different pre-processing types are beneficial under different deployment scenarios and channel characteristics.

Observation2:
Different pre-processing types lead to different AI/ML encoder outputs which need to be known at the decoder.

Proposal 2:

Study support of multiple pre-processing options.
Proposal 3:

Study UE selection and reporting of pre-processor type.
Proposal 4:

Study UE determination and reporting of the RI and CQI based on the input to the AI/ML model at the UE.

Observation 3:
A UE without an up-to-date AI/ML decoder cannot independently detect CQI mismatch.
Proposal 5:

Study means to detect and identify when there is mismatch between a UE’s AI/ML encoder input and the NW’s AI/ML decoder output.
Proposal 6:

Study methods to enable CQI adjustment based on detected CQI mismatch.
Proposal 7:

Study specification impacts of CSI compression using AI/ML including: CSI compression type, support of multiple AI/ML models, new CSI reporting mechanisms and fallback to legacy CSI reporting.
Observation 4:
It is possible that the AI/ML encoders do not generalize well across all realistic channel conditions.
Proposal 8:

Study means to configure/reconfigure the UE with the monitoring configuration, including the monitoring metric.
Proposal 9:

For UE-side monitoring, study triggers and means for reporting the monitoring metrics, including periodic and aperiodic reporting.

Proposal 10:

For UE-side monitoring, study appropriate monitoring metrics to avoid unnecessary model updating or switching. 

Proposal 11:  
For UE-side monitoring, study the UE-side monitoring metrics (including report size, metrics quantization, report frequency) to avoid increasing the feedback overhead. 
Observation 5: 
Potential specification impacts of UE-side monitoring based on the output of the (NW-side) CSI reconstruction model include (but may not be limited to): format of the reconstructed CSI, CSI type (full channel matrix or eigenvector), identification of the corresponding CSI report, information on quantization of the reconstructed CSI.

Observation 6: 
UE-side monitoring based on the output of the NW-side CSI reconstruction model may increase the downlink overhead, because the output CSI reconstructed at the NW needs to be indicated by the NW to the UE.

Observation 7: 
Potential specification impacts of UE-side monitoring based on the output of the CSI reconstruction model at the UE-side include (but may not be limited to): UE indication of the ID of the UE-side reconstruction model, and means to adjust the intermediate KPI to account for the difference between the UE-side and NW-side CSI reconstruction models. 

Observation 8: 
UE-side monitoring based on the output of the CSI reconstruction model at the UE-side appears to have lower overhead compared to UE-side monitoring based on the output of the NW-side CSI reconstruction model.

Observation 9: 
NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report has the potential to increase the feedback overheads as the target CSI is reported by the UE or obtained from the UE-side.

Proposal 12:

In case of NW-side monitoring, study monitoring approaches with low signaling overhead.
Proposal 13:

Study means to mitigate AI/ML encoder model performance degradation.

Proposal 14:

For CSI compression using two-sided model use case, study AIML model switching or AI/ML model (parameter) update to mitigate AI/ML model performance degradation. 

Proposal 15:

Study mechanisms for fallback to legacy CSI reporting (e.g. for cases when AIML model performance is poor). 
Proposal 16: 
Study quantizer/dequantizer updating separate from AI/ML model switching.

Proposal 17: 
Study different alignment levels between quantizer and dequantizer.
Proposal 18: For models with quantization non-aware training, study non-uniform quantization as means to determine actual CSI payload size within the NW configured constraints.
Proposal 19: 
Specification impact for time domain CSI prediction using UE sided model is not studied in Rel-18.
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