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Introduction
The general aspects of AI/ML framework have been discussed in RAN1#109-e, RAN1#110 and RAN1#110bis-e meetings. The agreements/conclusions from previous meetings are listed in Appendix. In this paper, we further introduce our understandings and suggestions regarding the collaboration levels, AI/ML model transfer, deployment, inference and training procedures, general evaluation methodology, complexity issues, and specification impacts.
Discussions
Functionality + ID-based AI/ML model operation
In RAN1#111 and RAN1#112, it was agreed that:
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
Relationship between functionality identification and model identification
In RAN1#112, the baseline designs for functionality identification and model identification were agreed:
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

First, we think both functionality-based LCM and model-ID-based LCM are needed. In RAN2#121, RAN2 agreed that:
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 

We understand the Model ID in RAN2 agreement is the Global ID used for AI/ML model transfer and test certification. We believe there would be two types of AI/ML model ID to be used for different AI/ML LCM procedures:
· Local ID: AI/ML model ID used in inference procedure, e.g., for indication of model selection/activation/deactivation/switching/fallback
· Global ID: AI/ML model ID used in model transfer and test certification
We focus on the Local ID in this contribution, considering the Global ID design is more related to higher-layer procedure.
At least for AI/ML inference procedure, AI/ML model activation, configuration and switching based on Local ID would be similar to the traditional configuration/indication procedure widely used in 5G NR air interface specifications. In the NR physical procedures, the resource and parameter set which need same understanding between NW and UE can be defined with an ID. Then they can be configured by higher-layer signaling or indicated by DCI. The AI/ML model can be configurated/indicated in a similar way. This is a simple solution and can reuse the legacy procedures as much as possible. Hence we propose to support Local model ID in Rel-18 for enabling the same understanding between NW and UE about which model is used for AI/ML inference.
On the other hand, only using the functionality to indicate the model is problematic. It does not support the multiple model switching within a functionality. If only one AI/ML model is applicable for the functionality, the Local ID may not be necessary for indication of model selection/activation/deactivation/switching/fallback. But the model must have a very good generalization performance. At least for some use cases, using multiple AI/ML models for different scenarios/configurations is inevitable. Local ID should at least be used for indicating the models within a functionality. One thinking may be reducing the granularity of the functionality to enable a “one-to-one” functionality-to-model mapping. However, the scenarios/configurations for different models may not be easily described with functionality name. The scenarios/configurations may also be implementation details which is not suitable to be specified. So using local model ID is the most simple and straightforward way to indicate the AI/ML model within a functionality. The granularity of the functionality should not be very small, which can be on use case level or sub use case level.
From our perspective, the AI/ML functionality can be defined similarly to the functionality/feature of the traditional 5G NR system, e.g., CSI feedback, SRS transmission. And the models used for this functionality are indicated similarly to the parameter sets indicated in the traditional 5G NR system. The resource/parameter sets for different functionalities of the 5G NR physical procedure are all referred to with a number. For example, the SRS resource is numbered by 000, 001, 002…. The PUCCH resource is also numbered by 000, 001, 002…. The two use cases share the same indices for their ID system. The UE has no ambiguity between SRS resource 001 and PUCCH resource 001, because the SRS resource determination and PUCCH resource determination are different procedures. We think the case for AI/ML model determination is similar. When gNB and UE performs CSI compression/de-compression, they understand the Model 001 is the 2nd model in the CSI compression model set. When gNB and UE performs beam management, they understand the Model 001 is the 2nd model in the beam management model set. 
Therefore, the simple and straightforward way is to reuse the functionalities/features in the legacy 5G NR system for AI/ML operation. For example, for CSI feedback, besides the traditional feedback codebooks, some AI/ML models can be additionally configured with model IDs. Then if the AI/ML models are configured for the functionality/feature, a model can be activated by indicating its model ID.
Proposal 1: Support both functionality-based LCM and model-ID-based LCM.
Proposal 2: Local ID is supported for indication of model selection/activation/deactivation/switching/fallback within an AI/ML functionality.
· FFS: Local ID-based model indication across multiple functionalities.
Detailed understanding on model
In the meeting interval, the Feature Lead organized an email discussion for discussing the detailed understanding on AI/ML models. Several concepts were addressed including Binary model, Source model, Physical model, Logical model. Some concepts are overlapping to each other. The discussion gradually focused on “logical model” and “physical model”. For the difference between logical model and physical model, our understanding is as below:
· Logical model: The AI/ML model visible in 3GPP signaling, which is described by means of “structure and parameters” regardless the actual digital implementation in equipment/UE hardware.
· Physical model: The model which is actually implemented and run in the equipment/UE hardware (or named a “Binary model”). Under a given logical model, there may be multiple physical models, which may be different update/fine-tuning versions of a logical model.
With this definition, we observed that the group have same understanding on logical model, but still have different understandings on physical channel. Whether Physical model is visible in air interface and has 3GPP specification impacts needs further discussion. Two options can be considered:
· Option 1: Only UE knows its physical models, and selects the physical model autonomously. The physical model selection is transparent to NW.
· Option 2: Physical models are visible to NW. And NW can select the suitable physical model.
The supporter of Option 1 thinks NW cannot have the full knowledge about the purposes/conditions of all physical models, because UE may frequently update the logical model to generate many physical models to adapt to different scenarios/conditions. 
The supporter of Option 2 thinks NW has the responsibility to select the physical model used in UE, even if the physical model was generated by a UE-side update/fine-tuning. The network and UE should have the same understanding on the purpose/condition of a physical model.
Among the two, we support Option 1. As discussed on email, the motivation of Option 2 is to enable NW to fully control the physical model selection. But the necessity of this control is unclear. The difference between physical models is on “digital implementation” level. This difference needs to be identified by the hardware (e.g. UE chipsets) running the physical model. However, the other side of the air interface does not need to know the difference. For UE-side model or UE part of the two-sided model, UE needs to know the difference between the physical models, but NW does not need to know. Therefore, we do not see a clear need to support Option 2, i.e., to support NW to identify the physical models.
It should be noted that the model update and fine-tuning can take place on physical model level as well as on logical model level. So, if NW and UE need to have the same understanding on the update and fine-tuning, the model update and fine-tuning can be made on “logical” level, i.e., describing the model changes by describing the changed model structure and/or parameters. Then the corresponding signaling can be exchanged to align the understanding between NW and UE about which logical model is used. If the model update and fine-tuning only take place on physical model level, the model change can be transparent to the side not running the physical model. Then no signaling is needed to address the model change.
Proposal 3: Clarify that the “model” discussed for potential 3GPP specification impacts in the Study Item is the AI/ML model described on “logical” level, not on “physical level”. 
· Focus on the study on LCM for model on “logical” level. 
· [bookmark: _GoBack]No need to explicitly introduce new concepts (e.g. logical model, physical model, source level, binary level) unless the necessity is justified.
Model identification
As introduced in Section 2.1.1, Local ID is the simple and straightforward way for model identification. The question is how to generate the model ID.
With Non-3GPP-based model transfer, the model can be transferred between vendors’ AI/ML servers. The model transfer procedure is not visible in 5G air interface standards. But after the model is transferred and deployed by the UE and/or NW, there would be a description about the AI/ML model (which is similar to the description about a traditional parameter/resource set). Then a Local ID can be allocated mapped to the model description, and the Local ID can be used to activate and configure the model. The Local ID can be simple number, which may not include the explicit information of the model, e.g., use case, scenario, configuration. The Global ID for model transfer may be also needed. Whether the Global ID need to be defined in 3GPP specification, and how to map the Global ID to Local ID can be further studied. 
With 3GPP-based model transfer, the model can be transferred between NW and UE via a 5G channel. So the “model identification” may naturally be a part of the model transfer procedure because the model description can be identified when it is transferred in the 5G channel, which is mapped to a Local ID. But transferring the file like AI/ML model in 5G control plain is a new procedure. Some requirement study is needed, e.g., the required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. transfer the model in which layer/channel). Some file format may be defined to support 3GPP-based model transfer. Similar to the case of Non-3GPP-based model transfer, the Local ID used for model activation/selection/switching can also be a simple number. The Global ID used for 3GPP-based model transfer may imply the explicit information of the model, e.g., use case, scenario, configuration.
Nowadays the non-AI 5G algorithms are deployed in non-3GPP manner, i.e., the algorithm is developed, tested by each vendor proprietarily. The AI 5G algorithms will evolve/update more frequently/actively than non-AI 5G algorithms. And some AI/ML algorithm (e.g. two-side model) needs close alignment/cooperation between UE and NW. Hence the 3GPP-based model deployment was proposed by some companies, i.e., some model deployment format may be defined in 3GPP standards to enable a more open and interoperable model deployment. The target is to enable Vendor B to compile, test and deploy Vendor A’s AI/ML model in a “plug-and-play” manner. We are open to study the possibility. But so far, we have not seen much details to justify its feasibility.
And it should be noticed that even the 3GPP-based model transfer is supported, it does not mean the model deployment is naturally 3GPP-based. The deployment phase refers to that after a node receives a model, some engineering operations are required to make the model available to use at that node, e.g. specific optimization, compiling and testing. The model format during transfer procedure (as a 5G control plain package) cannot be directly used for model deployment. 
Therefore we suggest to firstly support Non-3GPP-based model transfer and leave 3GPP-based model transfer for further study. For collaboration level z “Signaling-based collaboration with model transfer”, we understand the model transfer is to enable the model switching or updating. When the current model’s performance degrades (observed by performance monitoring), UE or NW needs to switching to another model. If the required model is not available, the UE or NW needs to obtain the model via 5G network. One possibility is to transfer the full model to replace the old model (i.e. model transfer for model switching). Another possibility is to transfer the partial model. For example, the model structure is reused. Only some parameters of the model are updated (model transfer for model updating). 
Model transfer for AI/ML training is more complicated. A large amount of training data, updated model and training results need to be exchanged between UE and NW frequently/iteratively. It can be further studied in long-term, but may not be suitable for Rel-18 study. 
Proposal 4: Support Local ID-based model identification.
· Focus on design of Local ID-based model identification assuming non-3GPP-based model transfer.
· FFS: 3GPP-based model transfer/training. 
· First focus on following aspects:
· Required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Model transfer format (if needed).
· Study AI/ML model transfer for training with lower priority.
Proposal 5: At least for LCM with non-3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· FFS: Whether Global ID is needed and whether the Global ID needs to be defined in 3GPP specification.
Proposal 6: For LCM with 3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· Global ID may contain the information about the model (explicitly or implicitly). 
· FFS the information, e.g., use case, scenario, configuration.
· FFS: The mapping between the two types of IDs.
AI/ML model selection, activation and switching
Necessity of scenario-dependent AI/ML operation
Various approaches are studied for achieving good performance across different scenarios/configurations/sites, including:
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
In RAN1#111, the model update was further categorized into model update and model parameter update:
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model


From our point, all the three approaches are needed in AI/ML-based 5G system. Generalized AI/ML model is desired for each functionality of 5G air interface. In the legacy 5G NR system, the non-AI/ML algorithms are generalized algorithms. Scenario-dependent multiple AI/ML models should be supported because:
· The model generalization has to be traded off with the model inference performance in many scenarios. Actually the traditional algorithms in the legacy 5G system are “generalized”. But the reason why we are studying the AI/ML models is to expecting the performance gain over the traditional algorithms. And a reason why AI/ML models can outperform traditional algorithms is because an AI/ML model can better adapt to different deployment scenarios of the wireless communications environment. Hence meanwhile we pursue the performance gain of AI/ML approaches, we should be ready for sacrificing the generalization to some extent.
· Training scenario-dependent AI/ML models can be implemented in engineering practice. Designing traditional algorithms to adapt to each scenario is unfeasible because it requires excessive human resource. However, the cost for training scenario-dependent AI/ML models is mainly the consumption of computation power. If the computation power can be available in near future, the scenario- dependent AI/ML inference is the feasible way to achieve the better performance.
· The generalized model for 5G air interface could be very complex (in terms of required computation power and storage) for some use case. Even if it can be obtained after training, it may be unfeasible to run it in the mobile devices. Mobile devices can only support the inference of small-size model. Hence supporting scenario-dependent AI/ML models is the only solution for UE-side AI/ML inference.
To implement scenario-dependent AI/ML models, model switching and model update are two potential solutions. We are open to study both. The model switching is expected to provide the best performance because it can fully adapt to different scenarios. Multiple AI/ML models can be separately trained offline for different scenarios. But multiple models require a relatively large amount of training, model transfer and storage resource. And supporting model switching will not lead to much specification impacts if the Local ID is used. 
Model update becomes attractive when the training, model transfer and storage resource are limited, because only parameter-level or partial-model adaptation is required. From our perspective, the specification impacts of model update needs to be clarified because it may depend on the detailed model update solutions.
Proposal 7: Besides generalized AI/ML models, scenario-dependent AI/ML models should be supported. 
· Model switching should be supported because its specification impact is limited if the Local ID is supported. 
· FFS: Specification impacts of model update.
AI/ML model selection and switching
In RAN1#110bis-e, it was agreed that for model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
· FFS: for network sided models
· FFS: other mechanisms
However, it is difficult to draw a general conclusion independent on detail use cases. For example, if the AI/ML model is used to calculate a parameter only related to a UE’s link-level performance, the UE may decide autonomously. If the parameter is related to the system-level performance, the network is the better decision maker.
In RAN1#110bis-e, it was agreed in Agenda Item 9.2.2 that:
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including:
· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching
Hence we suggest to focus on the mechanisms based on network decision for two-sided model in Rel-18 considering CSI feedback enhancement is the only use case with two-side model. In the future release, the question can be re-visited. But it is difficult to give a unified answer to this question. It should depend on the study on new use cases with two-side model.
In the legacy 5G NR system, NW determines its algorithm autonomously and does not inform it to UE. The similar AI/ML model selection mechanism can be adopted on NW side. For UE-side model, in our understanding, the selection of an AI/ML model is different from the selection of a NR air interface resource, e.g., PDSCH/PUSCH/PUCCH resource. The channel resource is shared by the UEs in the cell, so is reasonable to be allocated by gNB, including downlink resource and uplink resource. However, the AI/ML model is used to improve the link performance of a UE, then should be selected by the UE in some cases.
· If the AI/ML model runs on UE side only, the performance of the AI/ML model mainly impacts the link performance of the UE, not other UEs. Hence the UE should be able to decide which model to use. If the performance of the AI/ML model needs to be monitored by the NW, the NW can join in the model monitoring process. But the UE would make the decision to select/switch the model.
· If the AI/ML model runs on NW side only, the performance of the AI/ML model may impact the cell-level performance. Hence the NW should be able to decide which model to use. If the performance of the AI/ML model needs to be monitored by the UE, the UE can join in the model monitoring process. But the NW would make the decision to select/switch the model.
It should be noticed that, in the traditional 5G NR operation, the receiver algorithm on UE side is not visible at gNB, and vice versa. Hence the above proposals for UE-side and NW-side model selection are aligned with the manner of the traditional 5G NR operation. The UE and the gNB can select their receiver algorithms autonomously. The two-sided model is a new type of algorithm. There is no similar case in the traditional system we can learn from. We may need further study on this case. Our preliminary observation is that it may depend on the actual use case, e.g., whether the use case is related to the system-level performance, or it is only related to link-level performance. If it is related to system-level performance, it is more reasonable to determine the model by NW. If it is only related to link-level performance, UE can also be a decision maker in some use cases.
[bookmark: _Hlk102056072]Proposal 8: In Rel-18, for model selection, activation, deactivation, switching, and fallback, 
· The NW-sided model is decided by NW.
· The decision may be informed to UE, if needed.
· The UE-sided model is decided by UE.
· The decision may be informed to NW, if needed.
· For two-sided models, focus on the mechanisms based on network decision.  
Performance monitoring
In RAN1#110-bis, it was agreed to study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures
We do not suggest to complicate the study in Rel-18. The model performance monitoring should focus on the performance perspective. As in the traditional 5G NR system, the link adaptation is performed based on performance, not complexity and overhead. Similarly, it is unfeasible the complexity and overhead is monitored for model switching.
Among the performance metrics, for the above three actions, we think the communication performance-based metrics (e.g. MSE, BLER, throughput) are enough for the performance monitoring. Some AI/ML-specific performance metrics may be needed for training performance monitoring, e.g., training convergence speed. But we think the performance monitoring for training should be studied with low priority.
If it is determined to switch to a better model, the question needs to be answered is that what the performance the new model will provide. Can the new model perform better that the current model? The performance prediction mechanism should be studied.
Finally, the performance of performance monitoring mechanism may be evaluated too, e.g., the monitoring/prediction accuracy.
Another problem is which side between NW and UE control the AI/ML monitoring procedure. According to the agreement from AI9.2.2.2 in RAN1#110bis-e, “for CSI compression using two-sided model, UE-side performance monitoring means that UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching”. 
Hence we suggest to focus on the above agreement for two-sided model in Rel-18 considering CSI feedback enhancement is the only use case with two-side model. In the future release, the question can be re-visited. But it is difficult to give a unified answer to this question. It should depend on the study on new use cases with two-side model.
Based on the above definition, we think the following proposal is reasonable:
· The performance of a UE-sided model is monitored by UE;
· The performance of a NW-sided model is monitored by NW;
· For two-sided model, on which side the monitoring is performed depends on different use case, by taking account of monitoring accuracy, complexity and signaling overhead.
Proposal 9: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, 3GPP-based model transfer and model re-training.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point. Complexity and overhead are not considered as metrics for model performance monitoring.
· Study performance prediction mechanism for an unused model.
· Model re-training is considered with low priority.
· Study evaluation methodology for performance monitoring approaches.
Proposal 10: Study on AI/ML training performance monitoring is low priority.
Proposal 11: For AI/ML model performance monitoring,
· The performance monitor of a UE-sided model is the UE.
· The performance monitor of a NW-sided model is the NW.
Training operation
In RAN1#110, a working assumption was agreed for definitions of offline training and online training.
As mentioned above, we think the training operation should not be treated in high priority in the early stage of the Rel-18 study. The training is very important step in enabling AI/ML-based algorithm. But the primary target of the study item is to analyze and evaluation the performance of the AI/ML-based algorithm for each use case. Hence the study on inference operation should be treated with high priority.
Now companies perform offline training on their servers and submit the evaluation results. It shows the non-3GPP-based offline training is workable for AI/ML for 5G air interface. Training is a more complicated procedure than inference. It will consume huge study capacity if we treat it as another focus.
Another problem is that we have not seen a clear evaluation methodology for checking the performance of different training approaches. For example, how can we compare the performance of 3GPP-based training and non-3GPP training, offline training and online training? If the study on training is prioritized, we need first clarify the corresponding evaluation methods.
During the Rel-18 study on AI/ML training, the offline training should be treated with high priority and as the default training type. Real-time online training and the training performed on UE and gNB are much more challenging than that on cloud servers, e.g. requiring high-level computation, storage, communications resource, and requiring UE staying in the environment collecting the training data which may unreasonably restrict the end user’s behavior. 
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.
Conclusion
Based on the above discussions, our proposals for general aspect of AI/ML framework are listed below:
Proposal 1: Support both functionality-based LCM and model-ID-based LCM.
Proposal 2: Local ID is supported for indication of model selection/activation/deactivation/switching/fallback within an AI/ML functionality.
· FFS: Local ID-based model indication across multiple functionalities.
Proposal 3: Clarify that the “model” discussed for potential 3GPP specification impacts in the Study Item is the AI/ML model described on “logical” level, not on “physical level”. 
· Focus on the study on LCM for model on “logical” level. 
· No need to explicitly introduce new concepts (e.g. logical model, physical model, source level, binary level) only when the necessity is justified.
Proposal 4: Support Local ID-based model identification.
· Focus on design of Local ID-based model identification assuming non-3GPP-based model transfer.
· FFS: 3GPP-based model transfer/training. 
· First focus on following aspects:
· Required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Model transfer format (if needed).
· Study AI/ML model transfer for training with lower priority.
Proposal 5: At least for LCM with non-3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· FFS: Whether Global ID is needed and whether the Global ID needs to be defined in 3GPP specification.
Proposal 6: For LCM with 3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· Global ID may contain the information about the model (explicitly or implicitly). 
· FFS the information, e.g., use case, scenario, configuration.
· FFS: The mapping between the two types of IDs.
Proposal 7: Besides generalized AI/ML models, scenario-dependent AI/ML models should be supported. 
· Model switching should be supported because its specification impact is limited if the Local ID is supported. 
· FFS: Specification impacts of model update.
Proposal 8: In Rel-18, for model selection, activation, deactivation, switching, and fallback, 
· The NW-sided model is decided by NW.
· The decision may be informed to UE, if needed.
· The UE-sided model is decided by UE.
· The decision may be informed to NW, if needed.
· For two-sided models, focus on the mechanisms based on network decision.
Proposal 9: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, 3GPP-based model transfer and model re-training.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point. Complexity and overhead are not considered as metrics for model performance monitoring.
· Study performance prediction mechanism for an unused model.
· Model re-training is considered with low priority.
· Study evaluation methodology for performance monitoring approaches.
Proposal 10: Study on AI/ML training performance monitoring is low priority.
Proposal 11: For AI/ML model performance monitoring,
· The performance monitor of a UE-sided model is the UE.
· The performance monitor of a NW-sided model is the NW.
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.
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Appendix: Agreements/conclusions from previous meetings

Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.

	Online training
	TBD - need more discussion

	Offline training
	TBD - need more discussion

	On-UE training
	Online/offline training at the UE

	On-network training
	Online/offline training at the network

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online (field) data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data e.g., clustering is a common example of this.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.


Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation/latency for training data collection.
· Storage/computation/latency for training and model update
· Storage/computation/latency for model monitoring.
· Storage/computation/latency for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model



Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.
Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.

