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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN1#112, companies reached some agreements/conclusions related to other aspects of AI/ML for CSI feedback enhancement. Following agreements and conclusions were extracted from the chair’s notes [1] and discussion summary from the moderator [2].Agreement:
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead
Conclusion:
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 


Agreement (cont.):
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network
· In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.






At the end of the RAN1#112 meeting, FL has suggested focusing on the following items in RAN1#112bis-e meeting:
· CSI configuration and report 
· Training collaboration pros/cons based on the list of metrics we concluded in this meeting
· Feasibility and methods to support the legacy CSI reporting principles 
In this contribution, we share our view on the topics FL suggested for RAN1#112bis-e meeting mentioned above.

AI/ML based CSI feedback enhancement: other aspects to be considered 
CSI configuration and report
For AI/ML based CSI compression sub use case using two-sided model, the new CSI feedback will be generated by the CSI generation part of the two-sided model, which may contain very different meaning and format than traditional Type II codebook-based feedback. Over the past few RAN1 meetings, companies have identified that potential enhancement of SRS and/or CSI-RS measurement and/or CSI reporting may be needed to enable higher accuracy measurement for at least AI/ML model training data collection purpose. 
As in current specification channel information is estimated through the configured CSI-RS resource and configuration of CSI-RS is UE-specific, which may be inefficient for data collection. Instead, we may further study and consider per cell CSI-RS configuration to reduce signaling overhead and to make the data dimension consistent across all the UEs.
Proposal 1: For CSI compression using two-sided model sub use case, study the feasibility of CSI-RS enhancement to support cell-specific CSI-RS resource configuration to reduce the signaling overhead for AI/ML training data collection.  
For CSI configuration and reporting, companies have reached agreement during RAN1#112 captured as following.· In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network

Depending on the implementation and need, there may exist more than one CSI generation part on the UE side, and each may support generating different CSI feedback size, or one CSI generation part may be capable of generating various CSI payload sizes. UE may determine the actual CSI payload size to use when reporting CSI feedback to the NW side. On the NW side, there may also exist one or more CSI reconstruction parts/models which may support accepting various number of CSI feedback sizes as input to the AI/ML model(s). It is preferred to provide more flexibility to support various CSI sizes, however, in some cases, it is also desired to allow NW side to specify some constraints and/or only a set of CSI feedback sizes that the CSI reconstruction part of the two-sided AI/ML model(s) can support.
Proposal 2: For CSI compression using two-sided model sub use case, study potential specification impact to support NW configuring at least the following for AI/ML based approach:
· The maximum CSI payload size 
· A set of supported CSI payload sizes 
· Constraints/restrictions if applicable, e.g., rank restriction
Currently, Type II or eType II codebook-based CSI reporting includes two parts which are encoded separately, where Part 1 has a fixed size and Part 2 has variable size based on the CSI parameter values. For AI/ML based CSI compression using two-sided model, CSI feedback is mainly based on CSI generation part at the UE which may not share the same characteristics as the legacy NR codebooks, however, it should still be feasible to divide the AI/ML-based CSI feedback to multiple parts, in which the output of the CSI generation can be included in Part 2 and Part 1 may include other information, e.g., RI, CQI if configured to report, following similar decomposition structure/format as in the legacy CSI report, at least at a starting point.   
Proposal 3: For CSI compression using two-sided model sub use case, study potential specification impact of reporting/decomposing CSI in/into multiple parts as in the legacy CSI report, at least as a starting point.
Pros and cons for different training collaboration types
During RAN1#110, companies agreed to further study the following three training collaborations for CSI compression sub use case.In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

To better understand various aspects of each training type and to compare across all 3 training types, in RAN1#112, companies identified as set of aspects to be considered across different training collaboration types as summarized in Section 1. In this section, we share our views on each aspect. Table 2.2-1 provides a summarized view on pros and cons of each training collaboration type.
Table 2.2-1: Pros and cons analysis across training types 
	Aspects
	Training type 1
	Training type 2
	Training type 3

	Whether model can be kept proprietary 

	More difficult to keep the CSI generation part and CSI reconstruction part proprietary between UE vendors and NW vendors, however, LCM may be less complex.
	Easier to keep the CSI generation part and CSI reconstruction part proprietary as only intermediate training results are shared, however, keeping model proprietary may make LCM more complex.
	Like training type 2, it’s easier to keep models proprietary, however, 
besides more complex LCM, dataset exchange required for each part is extra overhead.

	Privacy-sensitive dataset sharing
	As training data is kept on one entity, this training type may have less concern on sharing sensitive data over the air-interface.
	If training dataset is not delivered over the air-interface, then this training type may not have issue of sensitive data sharing
	If training data needs to be exchanged between the entities, then this training type may cause concern on sensitive data sharing.

	Support cell, site, scenario, or configuration specific model
	It may be easier for this training type to support cell, site, scenario, or configuration specific model if model is trained on gNB side and representative training data is collected for the cell, site, scenario, or configuration.
	Depending on whether/how UE and NW vendors can negotiate an integrated offline joint training, it may be feasible to support cell or scenario specific model but may be more complicated.
	Depending on whether and how vendors can negotiate a more coordinated separate training procedure, it may be feasible to support (or partially support) cell, site, scenario, or configuration specific model but it is more complicated.

	gNB/device specific optimization
	This training type is less flexible to consider all optimization needs across gNBs and devices, however, some coarser level optimization needs may be accommodated by developing multiple models.
	Device side and gNB side have control of their own model architecture which may consider some of their own optimization needs, however, as this training type is joint training, it may be more difficult to satisfy all optimizations requirements.
	Device/gNB side has more flexibility in developing their part of the two-sided model based on its own optimization goal, however, may be more difficult to optimize overall performance of the two-sided model considering large number of interworking gNBs and UEs.

	Model update flexibility after deployment
	As both parts of the two-sided model are trained and updated on one entity, model update procedures are cleaner and less complicated, however, most likely this training type requires both parts of the two-sided model to be updated at the same time.
	The model update procedure may be more complicated and needs to be negotiated and well-planned among NW and UE vendors.
	Depending on the type of model update, this training type may be able to support some level of updates at each entity separately, however, it’s difficult to ensure the overall performance of the two-sided model and the associated LCM may be more complex.

	Allowing UE side and NW side to develop/update models separately
	As both parts of the two-sided model are trained on one entity, this training type has less flexibility to allow UE side and NW side to update their parts of the two-sided model.
	UE side and NW side may control their own model architecture, however, as this training type is still joint-training, model updates need to be coordinated between UE and NW.
	UE side and NW side have more flexibility to develop and update their own parts of the two-sided model, however, it is more difficult to ensure end-2-end performance and coordination across vendors is still required for model updates.

	gNB can maintain/store a single/unified model
	Depending on the training dataset and training method, it is feasible for gNB to train and maintain a unified model (CSI reconstruction part) that works with various CSI generation parts, however, training procedures may be more complex. 
	Depending on the training dataset and whether vendors can negotiate an integrated training procedure to allow gNB to maintain a unified model (CSI reconstruction part) that works for various CSI generation parts.
	This training type allows gNB side and UE side to control their own model architecture and training, which may be easier to train and store a unified CSI reconstruction part that works with various CSI generation parts (gNB-first approach), however, as there may be many CS generation parts, ensuring overall network-wide performance may be challenging.

	UE device can maintain/store a single/unified model
	Depending on the training data and training method, it is feasible for device to train and maintain a unified model (CSI generation part) that works with various CSI reconstruction parts, however, training procedures may be more complex.
	Depending on the training data and training method, it is feasible for device to train and maintain a unified model (CSI generation part) that works with various CSI reconstruction parts, however, negotiation among NW and UE vendors on training procedures is required.
	Similar to training type 2, it is feasible for device to train and maintain a unified model (CSI generation part) that works with various CSI reconstruction parts, however, negotiation among NW and UE vendors on training procedures is required

	Extendibility
	This training type is typically to generate both parts of the two-sided model together, however, it is feasible to only train/update one part of the two-sided model without requiring the other part to be updated at the same time. 
	As this training type is joint training and requires intermediate training results to be shared, it is more difficult to allow only one part of the two-sided model to be updated.
	This training type is more flexible to allow one part of the two-sided model to be updated while the other part of the two-sided model is in use, however, the overall performance of the two-sided model is more difficult to control, and LCM may be more complex.

	Whether training data distribution can be matched to the device that will use the model for inference

	In general, this training data match aspect depends on the negotiation among UE vendor(s) and NW vendor(s) regarding what training dataset to use and how to share the training dataset between UE and NW. No specific training type has significant advantage.
	Same observation as for training type 1.
	Same observation as for training type 1.

	Device capability can be considered for model development
	This training type is less flexible to create/train a tailored model for specific UE capability, however, UE capability may be considered at coarser or group level by developing multiple models, one for each group of device capabilities.
	This training type allows device side to control its own model architecture which may be able to take capability into account.
	This training type allows device side to control its own model architecture and development which can consider its capability, however, when there are many device-specific parts of the two-sided model, it is more difficult for the other entity, e.g., gNB to optimize its part to have good performance across all devices.



From the pros and cons analysis among different training types, there is not a single training type that can provide all the desirable benefits. Some aspects also depend on whether/how NW and UE vendors can agree/negotiate a more integrated way and dataset collection that meet the needs from both sides and satisfy performance requirements. Priority and consideration across all the aspects may be different when deployment scenarios and/or customer requirements are different. In addition, depending on the overall goal and/or scope of deployment for the trained model, some techniques may be applied to achieve (or partially achieve) the goal. For example, to train a unified CSI reconstruction part at gNB that can work with various CSI generation parts when gNB is the training entity, techniques like domain adaptation, domain randomization and/or adversarial training may be leveraged. There may also be many other aspects that might surface later as well. We feel it is difficult to prioritize training types at this stage. However, from the study item perspective, as there are only a few meetings left, it is ok to focus on the training type(s) that have less specification impact and/or less LCM and interworking complexity for Rel-18 if prioritization is needed.
Observation 1: For CSI compression using two-sided model sub use case, not any training type can provide all the desirable benefits based on the aspects analyzed and it may not be easy to prioritize various aspects at this stage.
Proposal 4: For CSI compression using two-sided model sub use case, if prioritization among various training types is needed and agreed among companies, prioritize the training type(s) that involve less specification impact and/or have less LCM and interworking complexity for Rel-18.
Support of some legacy CSI reporting principles  
During RAN1#112 meeting, companies agree to further study whether AI/ML based CSI compression approach can support some functions/principles that are currently supported by the legacy CSI report method. The agreement is captured below.· In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit

For handling the potential CSI collision issue, the legacy CSI report includes a priority value to be used in the situation when the time occupancy of the physical channels scheduled to carry CSI reports overlap in at least one OFDM symbol and are transmitted on the same carrier. When CSI report is generated based on AI/ML model, i.e., the output of CSI generation part, similar approach as supported in the legacy CSI report may be considered as a starting point. 
Proposal 5: For CSI compression using two-sided model sub use case, to handle potential CSI collision case study the feasibility of adding a priority value in each CSI report as supported in the legacy CSI report as starting point.
In the legacy CSI reporting, BS may transmit an indication of codebook subset restriction (CBSR) to a UE. The indication of CBSR may include a restriction on a spatial basis and restrict the UE from reporting the CSI based on a subset of the spatial basis (e.g., some precoders in the codebook) per configuration of the base station. When using AI/ML based CSI compression, CSI feedback is mainly based on AI/ML model, not based on predefined codebook, i.e., the output of the CSI generation part of the two-sided model at the UE. The output of the CSI generation part is a latent representation of the CSI feedback, which may not preserve the original spatial attributes/characteristics as in the original CSI feedback (either the original channel matrix or the eigenvectors of the channel matrix), thus, whether AI/ML based CSI reporting can support the original intention of using the indication of CBSR to restrict the UE from reporting the CSI based on a subset of the spatial basis as in the legacy CSI reporting needs further study.
Observation 2: For CSI compression using two-sided model sub use case, CSI feedback is mainly based on the output of the CSI generation part, which is a latent representation of the CSI and may not preserve the spatial attributes as in the original CSI feedback before compression. 
Proposal 6: For CSI compression using two-sided model sub use case, further study whether the output of the CSI generation part can still preserve some spatial attributes before discussing whether to support CBSR-like capability in AI/ML based CSI feedback approach. 
In legacy system, CSI Processing Unit (CPU) is used to understand how much computation resource is used in CSI calculation. For example, if a UE supports NCPU simultaneous CSI calculations it is said to have NCPU CSI processing units for processing CSI reports across all configured cells and if L CPUs are occupied for calculation of CSI reports in a given OFDM symbol, the UE still has NCPU - L unoccupied CPUs, i.e., percentage of CPUs occupied for processing CSI reports is L / NCPU x 100. For AI/ML based CSI compression using two-sided model, agreements have been reached to use FLOPs to understand the computational complexity of an AI/ML model (FLOPs will be separately reported for the CSI generation part and the CSI reconstruction part). We think using FLOPs should be sufficient in the study item phase. Whether/how to determine/support CPUs in AI/ML based CSI reporting approach may be further investigated in Rel-19 work item phase. 
Proposal 7: For CSI compression using two-sided model sub use case, defer the discussion regarding how to determine/support the CPUs till Rel-19 work item phase.
 Conclusions
In this contribution, we discussed our view on some high priority remaining issues related to AI/ML-based CSI feedback compression for aspects other than the evaluation methodology and our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: For CSI compression using two-sided model sub use case, study the feasibility of CSI-RS enhancement to support cell-specific CSI-RS resource configuration to reduce the signaling overhead for AI/ML training data collection.  
Proposal 2: For CSI compression using two-sided model sub use case, study potential specification impact to support NW configuring at least the following for AI/ML based approach:
· The maximum CSI payload size 
· A set of supported CSI payload sizes 
· Constraints/restrictions if applicable, e.g., rank restriction
Proposal 3: For CSI compression using two-sided model sub use case, study potential specification impact of reporting/decomposing CSI in/into multiple parts as in the legacy CSI report, at least as a starting point.
Proposal 4: For CSI compression using two-sided model sub use case, if prioritization among various training types is needed and agreed among companies, prioritize the training type(s) that involve less specification impact and/or have less LCM and interworking complexity for Rel-18.
Proposal 5: For CSI compression using two-sided model sub use case, to handle potential CSI collision case study the feasibility of adding a priority value in each CSI report as supported in the legacy CSI report as starting point.
Proposal 6: For CSI compression using two-sided model sub use case, further study whether the output of the CSI generation part can still preserve some spatial attributes before discussing whether to support CBSR-like capability in AI/ML based CSI feedback approach.
Proposal 7: For CSI compression using two-sided model sub use case, defer the discussion regarding how to determine/support the CPUs till Rel-19 work item phase.
Observation 1: For CSI compression using two-sided model sub use case, not any training type can provide all the desirable benefits based on the aspects analyzed and it may not be easy to prioritize various aspects at this stage.
Observation 2: For CSI compression using two-sided model sub use case, CSI feedback is mainly based on the output of the CSI generation part, which is a latent representation of the CSI and may not preserve the spatial attributes as in the original CSI feedback before compression. 
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