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Introduction
This contribution provides Samsung’s view on the key issues related to Rel.18 CSI enhancements that are prioritized for RAN1#112-bis-e (as announced by the FL). It also discusses other issues that are relevant for further discussions. 

Type II codebook refinement for coherent-JT
1.1 Key issues
1.1.1 Issue 1 (W2 quantization, working assumption)

	[3] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group, for each layer:
· Support the following: (Alt1) One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table enhancement
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· If the support Alt3 in addition to Alt1 is confirmed, only one of the two schemes will be a basic feature for UEs supporting Rel-18 Type-II CJT codebook



Regarding the working assumption on Alt3 for amplitude grouping, the main argument from the proponents of Alt3 is the power imbalance across TRPs in case of inter-site scenarios with large ISD (e.g. 500m), which may require reporting of this power imbalance via different amplitude groups, one per TRP ( groups in total). In our view, since the SCI is across TRPs, coefficients associated with different TRPs need to be normalized with respect to the strongest coefficient across all TRPs, implying that the W2 coefficients after normalization in some sense shall already capture the power level of different TRPs. This is regardless of the scenarios or ISD values. We verify this via simulation results provided in Section 2.2, wherein we show that there is no gain with Alt3 over Alt1 in inter-site scenarios with small (200m) as well as large (500m) ISDs. We therefore propose to revert the working assumption.

Observation 1: due to one SCI across TRPs, the W2 coefficients for different TRPs (after normalization with the strongest coefficient) capture the different power level across TRPs, implying that there is no need for per-TRP per-polarization reference amplitude reporting (i.e. Alt3)


Proposal 1: Revert the working assumption on the additional support for Alt3 for the amplitude grouping
· Note that the working assumption was included with the understanding that the gain of Alt3 over Alt1 (already agreed to be supported) can be demonstrated – not simply that “as long as Alt3 is not broken, the WA should be confirmed as agreement.”


1.1.2 Issue 2 (mode-1: Alt1 vs 2) 

	[1] Agreement
On the Type-II codebook refinement for CJT mTRP, for mode-1, down select (in RAN1#112) only one from the following schemes
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources 
· Alt2.  independently selected across N CSI-RS resources (without any per-CSI-RS-resource FD basis selection offset)
For all the above alternatives, the legacy FD basis selection indication scheme is applied on each selected FD basis.
Note: Per previous agreements, the number of selected FD basis vectors (Mv/pv or M) is gNB-configured via higher-layer signaling and common across the N CSI-RS resources



We support Alt1. For mode1, independent per-TRP FD basis reporting can be w.r.t. a reference FD basis (of a reference TRP). The reporting of a relative FD basis offset for each TRP  (except the reference, which can be set to 0) can help align FD basis (or the delay profile) of different TRPs. Furthermore, the relative FD basis Wf (hence delay profile) after cyclic shift or alignment can be similar. The main advantage of Alt1 over Alt2 is that it can unify the functionality of mode 1 and mode 2 (which is a design principle included in the agreement on the support of mode 1 and mode 2), reduce overhead (when compared with Alt2), and reduce UE computational complexity (due to one vs per-TRP Wf). Simulation results comparing these alternatives are provided in Section 2.2. The results demonstrate that there is no clear performance gap between Alt1/2. 

Additionally, the simulation results show that Alt 1 with TRP-specific  (oversampling/rotated value) yields a 2~3% average UPT gain over Alt 1 with TRP-common . Hence, we prefer to introduce TRP-specific . 

Regarding layer-common vs layer-specific  and , in our view, it is sufficient to support layer-common  and , since they can be utilized to preprocess/compensate the FD offset (mainly caused from delay difference) before layer extraction via computing SVD for the per-TRP channel. 

We can have a joint indicator for , which can indicate a value from an alphabet  or . However, in our view, for reporting, a subset of the alphabet (e.g. a window) should be sufficient, since the delay difference across TRPs favorable for CJT operation should not be large, hence the size of alphabet can be reduced (implying overhead can be reduced) especially when  is large. Furthermore, for the case of Rel-17 based CJT codebook, the gNB performs beamforming (for delay compensation or channel shortening) on CSI-RS ports, where the beamforming can be designed to compensate for delay difference across TRPs assuming FDD partial reciprocity. In this case, the window size can be very small (e.g. around 4). Additionally, a reference CSI-RS resource indicator is also needed to indicate the reference CSI-RS resource for reporting .

Observation 2: on FD basis reporting for mode-1, when compared with Alt 2, Alt1 can
· unify the functionality of mode 1 and mode 2 (per agreement on support of mode1/2),
· achieve similar performance with lower overhead of FD basis reporting as well as lower complexity of FD basis calculation

Observation 3: the simulation results show that Alt 1 with TRP-specific  (oversampling/rotated value) yields a 2~3% average UPT gain over Alt 1 with TRP-common . Hence, we prefer to introduce TRP-specific .

Observation 4: a subset (e.g. window) of  (or ) should be enough as an alphabet for  reporting, since
· the delay difference across TRPs favorable for CJT operation should not be large, and
· the delay difference can be compensated by gNB implementation when Rel-17 based CJT operation is used with delay/angle reciprocity.

Proposal 2: 
· support Alt1 for mode-1 FD basis reporting, where layer-common TRP-specific  (and ) is reported.
· support a subset (e.g. window) of  as an alphabet for  reporting.
· support reporting reference CSI-RS resource  for indicating the relative FD offset values, i.e.,  for 


1.1.3 Issue 3 (parameter combination linkage) 

	[1] Agreement
On the Type-II codebook refinement for CJT mTRP, only support NL ={2,4} as additional candidate values to NL=1.
· FFS: Additional restriction(s) depending on the configured value for NTRP


[1] Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {Ln} for the higher-layer-configured value of NTRP (FFS by RAN1#112: whether the bracketed permutations are also supported):
· FFS by RAN1#112: whether other combinations can be supported
FFS (by RAN1#112bis-e): Whether/how the supported combinations of {n} for Rel-17-based refinement are derived from the supported combinations of {Ln} for Rel-16-based refinement 
FFS: Whether the total number of Ln is a UE capability

	[bookmark: _Hlk128062296]NTRP
	{Ln} combination

	[bookmark: _Hlk128062270]1
	{2}

	
	{4}

	
	{6} (analogous to legacy, only for total # ports =32, rank 1-2, R=1

	2
	{2,2}

	
	{2,4}, [{4,2}]

	
	{4,4}

	3
	{2,2,2}

	
	{2,2,4} [and its other permutations]

	
	{4,4,4}

	4
	{2,2,2,2}

	
	{2,2,2,4} [and its other permutations]

	
	{2,2,4,4} [and its other permutations]

	
	{4,4,4,4}




[1] Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {pv,} from where the value of {pv,} is gNB-configured via higher-layer (RRC) signaling:
· FFS by RAN1#112: whether other combinations can be supported
FFS (by RAN1#112bis-e): Whether/how the supported combinations of {M} for Rel-17-based refinement are derived from the supported combinations of {pv ,} for Rel-16-based refinement 

	[bookmark: _Hlk128065209]pv for layers 1-4
	
	Condition(s) 

	{1/8, 1/8, 1/16, 1/16}
 
	¼ 
	--

	
	½ 
	--

	{1/4, 1/4, 1/8, 1/8}
	¼ (*)
	--

	
	½ (*)
	--

	{1/4, 1/4, 1/4, 1/4}
	¾ (*) 
	--

	{1/2, 1/2, 1/2, 1/2}
	½ 
	- Only applicable when NTRP≤3 and NL=1
- Optional


(*) Supported by legacy Rel-16

[1] Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, regarding the list of supported combinations of {Ln}, only support the following additional combinations:
	NTRP
	{Ln} combination

	2
	{4,2}

	3
	{2,4,2}, {4,2,2}


No other permutations are supported.
FFS: For NTRP>1, in addition to the supported combinations/permutations, whether to support at least one additional combination where at least one of the Ln values (n=1, …, NTRP) is 6


[1] Agreement
On the Parameter Combination of Type-II codebook refinement for CJT mTRP, support linkage between the list of supported {Ln} combinations and list of supported {pv,} combinations via pairing each combination for {pv,} with at least one combination for {Ln}, for each NTRP value.
· FFS (by RAN1#112bis-e): The exact list of supported pairs/linkage, or restriction of {Ln} when paired to each of {pv,}
· FFS (by RAN1#112bis-e): Whether/How to support configuration signalling for indicating the linkage
· Note: While no additional codebook parameter will be introduced, the total number of SD basis vectors across CSI-RS resources can still be used as a criterion for choosing the supported pairs/linkage

Offline Proposal 1.C.1: On the Parameter Combination of Type-II codebook refinement for CJT mTRP, only the following linkages are supported (marked ‘x’)
· For NTRP =1, 
· For Rel-16 eType-II based: fully reuse seven out of the eight Parameter Combinations from Rel-16 eType-II as indicated in the table below
· FFS (by RAN1#112bis-e): whether to add one more Parameter Combination for L=4 based on the legacy Rel-16 eType-II FD combo {½, ½, ¼, ¼; ½} or the agreed FD combo {½, ½, ½, ½; ½}, or not to add from the indicated seven below
· For Rel-17 FeType-II based, fully reuse the eight Parameter Combinations from Rel-16 eType-II
· For NTRP >1, only the following linkages are supported (marked ‘x’)

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	X
	X 
	
	

	
	4
	
	
	X 
	X 
	X 
	

	
	6  w restriction
	
	
	
	X 
	X 
	

	2
	{2,2}
	x
	
	
	
	
	 

	
	{2,4}
{4,2}
	x
	
	
	
	
	 
 

	
	{4,4}
	
	x
	 
	x
	
	x

	3
	{2,2,2}
	x
	x
	
	
	
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	x
	x
	 
 
 
	x
	
	 
 
 

	
	{4,4,4}
	x
	x
	 x
	x
	x
	x

	4
	{2,2,2,2}
	x
	
	
	
	
	N/A

	
	{2,2,2,4} 
	x
	
	
	
	
	N/A

	
	{2,2,4,4} 
	 
	
	 
	x
	x
	N/A

	
	{4,4,4,4}
	 
	x
	 
	 x
	x
	N/A








We support the offline proposal 1.C.1 as we have verified that the selected linkages yield good performance overall compared to other linkages and the overhead of them are well uniformly-spaced. The detailed analysis on the parameter combinations are along with the SLS results shown in Section 2.2. 

On additional  combo including 6 for , we don’t support due to 1) the high UE processing complexity, and 2) worse performance than other combination using  under a same Ltot constraint that we have observed in our SLS results. 


Proposal 3: for parameter combination, 
· support offline proposal 1.C.1 
· Do not support  for 

1.1.4 Issue 4 (CBSR)

	[1] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding CBSR, at least for restricting SD basis selection, the legacy CBSR scheme is fully reused for each of the RRC-configured NTRP CSI-RS resources (resulting in CSI-RS-resource-specific SD beam group restriction)
· FFS: Whether amplitude restriction is CSI-RS-resource-common or specific, and soft vs hard restriction
· FFS: Whether CBSR can be configured to be off for a CSI-RS resource
The same rank restriction is applied across NTRP CSI-RS resources



We support TRP-common soft amplitude restriction, averaging over TRPs and FD beams since 
· The max overhead for per-TRP amplitude restriction is large, (2N1N2 bits per beam group  8N1N2 bits for 4 beam groups  4 TRPs x 8N1N2 bits = max 512 bits (when N1N2=16))
· Hard amplitude restriction only is too restrictive from NW perspective, and
· For co-located TRPs, the amplitude restriction can be the same across TRPs.

There is one issue regarding  configuration:  is configured jointly with CBSR in legacy (n1-n2-codebookSubsetRestriction), but for CJT  is the same for all TRPs. It will be up to RAN2 decision, but we suggest to consider either one of the followings for the configuration:
· Opt1: separated out n1-n2 from CBSR parameter, since  is TRP-common.
· Opt2: reuse legacy, and include the restriction that  is the same for each n1-n2-codebookSubsetRestriction.


Proposal 4: For CBSR, 
· support TRP-common soft amplitude restriction, averaging over TRPs and FD beams.
· support a separate configuration of (N1,N2) from CBSR    

1.1.5 Issue 5 (CSI omission) 

	[1] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, down-select between the following three alternatives (by RAN1#112-bis where n denotes the n-th CSI-RS resource):
· Alt1. Prio(,l,m,n)=() .N.RI.P(m)+N.RI.l(n)+N.n 
· Note: This implies that CSI-RS resource is designated the highest priority
· Alt2. Prio(,l,m,n)=2L’.Q(n).RI.N3+2L’.RI. P(m)+RI.l(n)+
· Note: This implies that CSI-RS resource is designated the lowest priority (after FD basis)
· Note: L’ denotes the max value of Ln from all selected N CSI-RS resources
· FFS: Q(n) maps the index n according to a rule, e.g., Q(n)=n, or Q(n)=0 if n corresponds to strongest TRP/SCI.
· Alt3. Replace SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m

Offline Proposal 1.E.1:
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, support (Alt3) replacing SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+
· FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m



We support offline proposal 1.E.1. 

We have verified that joint SVD is more beneficial than per-TRP SVD in CJT operation. This means that NZCs/SD beams/FD beams are selected based on the composite channel of mTRP and the selected NZCs across TRPs are intertwined with each other in terms of priority (since it is not separately selected in per-TRP manner). In this regard, we don’t think Alt2 has a technical merit, where the design principle of Alt2 is to prioritize keeping all NZCs (across all layers) of the TRP including the SCI, which conflicts the joint-SVD principle of precoder selection (hence it can’t be a proper fallback mode). 

Also, we already have the dynamic TRP selection feature at the UE side, which can be used instead when all NZC omission for some TRPs is needed. For example, the UE doesn’t have to use UCI omission for certain TRPs under the conflicted precoder selection assumption, but can use dynamic TRP selection feature and select the precoder (NZCs) for the composite channel of the selected TRPs. If UCI omission is needed even in this case, Alt3 or Alt1 (i.e., at least having the same priority of SD and TRP) should be more aligned with the precoder selection. The SLS results shown in Section 2.2 verify our statement. 

Finally, the UCI omission is an emergency solution to a problem (i.e. insufficiency of UL resources) that happens rarely. There is no need to introduce any complicated solution such as Alt2 since it does not bring any benefits in return.

Proposal 5: for UCI omission, support offline proposal 1.E.1.


1.1.6 Other issues (UCI parameters) 

The list of UCI parameters has been agreed, except for the FD basis reporting in Mode 1. As discussed, we support N-1 indicators for  for  and a CSI-RS resource indicator (in addition to FD basis vector selection indicator). These indicators can be located in Group 0 of CSI part 2.


Proposal 6: for mode1, support including indicator(s) indicating  and a reference CSI-RS resource indicator in Group 0 of CSI part 2.


1.2 Simulation results 
We provide system-level simulation (SLS) results on (1) performance comparison for all supported linkages/pairs of  and , (2) performance comparison of UCI omission Alt2 and Alt3, (3) performance comparison for two alternatives on FD basis selection offset for Mode 1, and Mode 2, and (4) performance comparison for different reference grouping methods, i.e., Alt1, and Alt3, of Issue 1, in inter-site inter-cell scenarios with ISD=500m and 200m. The simulation assumptions are summarized in Appendix A. 

Evaluation 1: performance comparison for all supported linkages/pairs of  and 

We performed SLS simulations to compare Mode 2 performance for all supported linkages/pairs of  for each  combination for each case of . 

We considered 
· intra-site inter-cell scenarios for  and  cases and 
· intra-site intra-cell scenarios (D-MIMO) for  and  cases.
· The number of ports per TRP is shown in each figure.
· UE is allowed to select dynamic rank up to 4. 
· UE is allowed to perform dynamic TRP selection.


Based on the results shown in Figure 1 and Figure 2, for , we down-select linkages that yield good performance in each scenario. The linkages shown in Table 1Error! Reference source not found. are what we don’t want to remove from the default/supported linkages/pairs derived from the agreed SD and FD parameter values.


[bookmark: _Ref127435373]Table 1: selected linkages/pairs based on the SLS results

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{2,2}
	o
	
	
	
	
	 

	
	{2,4}
{4,2}
	o
	
	
	
	
	 
 

	
	{4,4}
	
	o
	 
	o
	
	o

	3
	{2,2,2}
	o
	o
	
	
	
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	o
	o
	 
 
 
	o
	
	 
 
 

	
	{4,4,4}
	o
	o
	 o
	o
	o
	o

	4
	{2,2,2,2}
	o
	
	
	
	
	N/A

	
	{2,2,2,4} 
	o
	
	
	
	
	N/A

	
	{2,2,4,4} 
	 
	
	 
	o
	o
	N/A

	
	{4,4,4,4}
	 
	o
	 
	o
	o
	N/A






[bookmark: _Ref131685594]Figure 1: Average UPT gain vs overhead w.r.t. supported {Ln} and (pv, beta) for 16 ports per TRP for NTRP>1 and 32 ports per TRP for NTRP=1


[image: ]
[bookmark: _Ref131685595]Figure 2: Average UPT gain vs overhead w.r.t. supported {Ln} and (pv, beta) for 8 and 32 ports per TRP for NTRP>1 



Evaluation 2: performance comparison of UCI omission Alt2 and Alt3

We considered intra-site intra-cell (D-MIMO) scenario with allowing dynamic TRP selection at the UE side. We modelled, for the sake of simplicity, UCI omission happens for every CSI report for each UE.


[bookmark: _Ref131686222]Figure 3: Average UPT loss of Alt 2 over Alt 3 w.r.t. legacy parameter combination

Based on the results shown in Figure 3, we can make the following observation.

Observation 5: UCI omission with Alt3 is more beneficial than Alt2 in CJT operation.  

Evaluation 3: performance comparison for two alternatives on FD basis selection offset for Mode 1, and Mode 2



[bookmark: _Ref127437612][bookmark: _Ref127437568]Figure 4: Average UPT gain vs overhead w.r.t. different FD basis selection offset methods, i.e., Mode 1 with Alt1 and Alt2, and Mode 2 in inter-site inter-cell scenario
	

To compare the performance of Alt1 and Alt2 for Mode 1 (and Mode 2 as a reference), we considered  to satisfy . The detailed selection schemes of Alt1/Alt2 in our SLS results are as follows:
· Alt1: one  value for a reference TRP + one FD relative offset in  for each of remaining  TRPs + common  FD basis vector selection across  TRPs
· Alt2: one  value for each of  TRPs + independent  FD basis vector selection for each of  TRPs
For Mode 1 with Alt1 (as well as Mode 2), we considered the case of joint SVD for mTRP channels, whereas for Mode 1 with Alt2, we considered both the cases of joint SVD and per-TRP SVD for mTRP channels. Note that during the discussion of Mode 1 vs Mode 2, the proponents of Mode 1 strongly argued (despite the absence of evidence that Mode 1 provides performance benefit over Mode 2) that the Alt2 structure lends itself to a simpler PMI calculation as per-TRP PMI search is possible (i.e. per-TRP SVD).    

Here, we use the UPT with Alt1 of paraComb=1 as the reference UPT value (which we regard as 100%). As shown in Figure 4, we can make the following observation.

Observation 6: 
· Mode 1 with Alt 2 per-TRP SVD (the advocated lower complexity benefit for Alt2) incurs ~4% UPT loss (for the same PMI overhead) over Mode 2. 
· Overall, Mode 2 and Mode 1 with Alt 1 and Alt 2 using joint-SVD operation yield similar performance. 
· Mode 1 with Alt 2 needs additional UE processing to find per-TRP FD basis vectors for the case of joint-SVD operation, compared to Mode 2 or Mode 1 with Alt 1 – thereby resulting in higher UE complexity



[image: ]
[bookmark: _Ref128315015]Figure 5: Average UPT gain vs overhead w.r.t. different FD basis selection offset methods, i.e., Mode 1 with Alt1 and Alt2, and Mode 2 in inter-site inter-cell scenario, TRP-common q3 and O3=4

[image: ]
Figure 6: Average UPT gain vs overhead w.r.t. different FD basis selection offset methods, i.e., Mode 1 with Alt1 and Alt2, and Mode 2 in inter-site inter-cell scenario, TRP-specific q3 and O3=4

In addition, we further enhance the performance of Mode 1 Alt1/Alt2 by optimizing the oversampling factor  for FD basis selection. Figure 4 and Figure 5 show the SLS results when considering the cases of TRP-common  for Mode 1 and TRP-specific  for Mode 1, respectively. Note that TRP-common  for Mode 1 can be spec-transparently implemented but TRP-specific  for Mode 1 needs additional spec impact. As seen in Figure 4 and Figure 5, we can make the additional observations as follows:

 Observation 7: 
· With TRP-common , Mode 1 Alt1 performs slightly better than Alt2, and Mode 1 Alt 1 and Mode 2 perform similarly. 
· With TRP-specific  (additional spec impact to be needed), the performance of the both Mode 1 Alt1 and Alt2 can be improved and they yield a small gain (~2% average UPT gain) over Mode 2. Regardless, Mode1 Alt1 and Alt2 perform similarly.  


Evaluation 4: performance comparison for different reference grouping methods, i.e., Alt1, and Alt3, of Issue 1, in inter-site inter-cell scenarios with ISD=500m and 200m


[bookmark: _Ref115293576][bookmark: _Ref118449011]Figure 7: Average UPT gain vs overhead w.r.t. reference grouping methods, Alts 1 and 3, in inter-site intercell scenario with ISD = 500m (Mode 1)


[bookmark: _Ref115293578][bookmark: _Ref118449012]Figure 8: Average UPT gain vs overhead w.r.t. reference grouping methods, Alts 1 and 3, in inter-site intercell scenario with ISD = 500m (Mode 2)




[bookmark: _Ref118449030][bookmark: _Ref118449014]Figure 9: Average UPT gain vs overhead w.r.t. reference grouping methods, Alts 1 and 3, in inter-site intercell scenario with ISD = 200m (Mode 1)



[bookmark: _Ref118446871]Figure 10: Average UPT gain vs overhead w.r.t. reference grouping methods, Alts 1 and 3, in inter-site intercell scenario with ISD = 200m (Mode 1)

To see any benefit of Alt3 for W2 quantization scheme, we considered inter-site inter-cell scenarios with ISD=500m and ISD=200m (detailed assumptions are described in Table 7). As seen in Figure 7 - Figure 10, there is no benefit of Alt3 over Alt1 shown in our SLS results for both mode 1 and mode 2 cases even in the inter-site inter-cell scenarios. The Alt1 scheme sufficiently performs well with the least overhead. Here, we use the UPT for Alt1 scheme with paraComb=1 as the reference UPT value (which we regard as 100%).

Observation 8: there is no benefit of Alt3 over Alt1 shown in our SLS results for both mode 1 and mode 2 cases even in the inter-site inter-cell scenarios.

Type II codebook refinement for high/medium velocities
1.3 Key issues
1.3.1 Issue 6 (CQI format of X=2)

	[1] Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), as well as the number of CQIs (=X) in one sub-band and one CSI reporting instance, support only the following:
· Basic feature: X=1 and the CQI is associated with the first/earliest slot of the CSI reporting window and the first/earliest of the N4 W2 matrices
· Optional features:
· X=1 and the CQI is associated with:
· the first/earliest slot of the CSI reporting window (slot l) and the first/earliest of the N4 W2 matrices, and 
· the last slot of the CSI reporting window (slot l+WCSI–1) and the N4-thW2 matrix
· X=2 and
· The 1st CQI is associated with the first/earliest slot of the CSI reporting window (slot l) and the first/earliest of the N4 W2 matrices, and 
· The 2nd CQI is associated with the middle slot of the CSI reporting window (slot l+WCSI/2) and the (N4 /2)-thW2 matrix
· FFS: Whether/how to include CQI overhead reduction for X=2

Offline Proposal 2.F.1:
For the Type-II codebook refinement for high/medium velocities, when a UE is configured with X=2 for CQI calculation and reporting, the 2nd CQI is located in UCI part 2

Offline Proposal 2.F.2:
For the Type-II codebook refinement for high/medium velocities, when a UE is configured with X=2 for CQI calculation and reporting, the 2nd CQI includes 4-bit wideband CQI and 2-bit sub-bands CQIs calculated independently from the 1st CQI



Regarding CQI, there are two open issues: 
· CQI format of the 2nd TD CQI: there are 3 alternatives: (Alt1.1) independent of 1st TD CQI: 4-bit WB CQI and 2-bit SB CQI; (Alt1.2) Differential reference CQI relative to the 1st TD CQI: A -bit wideband CQI and 2-bit sub-band CQIs; and (Alt1.3) Differential reference and sub-band CQIs relative to the 1st TD CQI: A -bit wideband CQI and -bit sub-band CQIs. The overhead saving for these alternatives are shown in Table 2. We can observe that the overhead saving is very small when compared with the total overhead (PMI, CQI, RI). Besides, Alt1.2/1/3 incur loss in avg. UPT when compared with Alt1.1, as shown in Section 3.2. We therefore support Alt1.1 and offline proposal 2.F.2.
· Location of the 2nd TD CQI: there are three alternatives: (Alt2.1) UCI part 1; (Alt2.2) UCI part 2; and (Alt2.3) WB CQI in UCI part 1 and SB CQI in UCI part 2. In our view, the 2nd TD CQI has a lower priority that the 1st TD CQI, hence it should be located in UCI part 2. Besides, the legacy Type I CSI for rank > 4 already includes a 2nd CQI located in UCI part 2. In particular, the WB CQI is located in Group 0, even-numbered SB CQIs are located in Group 1, and odd-numbered SB CQIs are located in Group 2. The same can be used for the 2nd TD CQI. We thus support offline proposal 2.F.1 and propose to use legacy (Type I CSI for rank > 4) solution.
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	Alt
	WB CQI1
	SB CQI1
	WB CQI2
	SB CQI2
	
	Overhead
	Max saving

	1.1
	
	
	
	
	84
	84
	

	1.2
	
	
	
	
	80+
	[81,83]
	3

	1.2A
	
	
	
	
	76+
	[77,81]
	7

	1.3
	
	
	
	
	46++
	[66,68]
	18



Observation 9: 
· Alt1.2/1.3 is worse than Alt1.1 in UPT vs overhead trade-off
· Overhead saving with Alt1.2/1.3 is very small
· Alt1.2/1.3 incur performance loss 
· The 2nd TD CQI has a lower priority than the 1st TD CQI.

Proposal 7: 
· support offline proposal 2.F.1, and reuse legacy solution (2nd CQI for Rel.15 Type I rank > 4) 
· support offline proposal 2.F.2. 
  

1.3.2 Issue 7 (NNZC bitmap design)

	[1] Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select one from the following alternatives (no later than RAN1#112bis-e): 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.
Nokia/NSB, Samsung, vivo, and ZTE raised concerns that, in their understanding, Alt3A violates previous agreements for “Q different two-dimensional bitmaps” and/or common DD basis selection across SD/FD basis pairs and hence, to some extent, objective 1 of the WID.

(From offline) Alt 4’: simplified Alt4
For NZC bitmap in Type II CSI refinements for high/medium UEs, Q different bitmaps are supported for each layer, each of the Q bitmaps corresponds to DD basis q = 0 or 1.
· For each polarization, each of the Q bitmaps contains bits included in a set of SD basis and FD basis pairs , satisfying , where
· , 
·  is the SD basis indicated by SCI
· Two polarizations have same set of  in the bitmap

[1] Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the down-selection of bitmap(s) for indicating the locations of the NZCs (in RAN1#112bis-e), the following is used as a guidance for evaluation: 
· Following the agreed EVM, use “UPT vs. overall overhead (including CQI and PMI)” to compare across alternatives, assuming at least FTP1 traffic model and Rel-16 Parameter Combinations (L, beta, pv)
· Use only the supported codebook parameter values (e.g. Q, K, m, d, delta, N4)
· Companies are to state their assumptions on UE-side prediction (e.g. ideal or realistic, CSI-RS type, CSI-RS overhead calculation in relation to UPT, assumptions on WCSI and l) and the use of rank adaptation

[1] Agreement
For the Type-II codebook refinement for high/medium velocities, 
· The constraint on the maximum number of non-zero coefficients (NZCs) per-layer (K0) is defined jointly across all Q DD basis vectors.
· FFS: How K0 is calculated
· Also support a constraint on the total number of non-zero coefficients (NZCs) summed across all Q DD basis vectors and across all layers:
· Following the legacy specification, the maximum total number is 2K

Offline Proposal 2.G.1: 
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, 
· When the UE is configured with Q=1: for each layer, one 2-dimensional bitmap of size-2LM reusing the legacy design is used
· When the UE is configured with Q=2: for each layer,
· Basic feature: two 2-dimensional bitmaps, each of size-2LM reusing the legacy design for each of the two selected DD basis vectors, are used
· Optional feature (for higher CSI overhead, FFS: definition), if the following down-selection succeeds: down-select from the following two alternatives in RAN#112bis-e: 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4’: Q different bitmaps are supported for each layer, each of the Q bitmaps corresponds to DD basis q = 0 or 1.
· For each polarization, each of the Q bitmaps contains bits included in a set of SD basis and FD basis pairs , satisfying , where
· , 
·  is the SD basis indicated by SCI
· Two polarizations have same set of  in the bitmap




The Rel-16/17 based bitmap to indicate indices of NZ coefficients should be reused for Doppler codebook. However, since the coefficient matrix ( ) comprises  coefficients, the total number of coefficients increases to  times if Rel-16/17 parameter combinations are reused, which can be large (especially in high overhead regime corresponding to paramCombination = 6,7,8). Thus, mechanisms to reduce the  reporting payload can be considered. There are three alternatives:
· Alt1: it is a simple extension of legacy bitmap, i.e., Q bitmaps, each bits. The value of  can be smaller than legacy when . The rationale behind reducing beta value is that the ‘weak’ coefficients will add to overhead, but may not contribute to the UPT due to prediction and quantization errors. This has been demonstrated via SLS results in Section 3.2. In particular, it has been shown that a lower beta value can achieve better UPT vs overhead tradeoff than legacy Rel.16 beta for .
· Alt3A: there are two bitmaps, a first bitmap of size  bits and a second bitmap of size  bits. The second bitmap selects  out of  basis vector pairs, hence is equivalent to a joint basis across (FD, DD), which changes the FD basis from legacy (hence, violates WID). In addition, this alternatives is not aligned with the previous agreement, which says “ different two-dimensional bitmaps”. This alternative therefore should not be removed. 
· Alt4’: there are  bitmaps, they are identical and have a non-rectangular (rhombus) shape. The bitmap can be partitioned into four parts or submatrices. The reduction in the bitmap size is , where  number of coefficients omitted (removed) from the -th of the four parts/submatrices of the bitmap. Note that  and  is the number of coefficients with  or  in the -th part/submatrix.

Simulation results comparing these alternatives are provided in Section 3.2. When compared with Alt1, there is no gain with Alt3A, and Alt4’ can beneficial for some parameter combinations. 

Considering the above, we can support the offline proposal 2.G.1 and support Alt4’ for parameter combinations that incur large overhead (bitmap size). 

The value of  can be similar to legacy, i.e.,  where  is a parameter to quantify the overhead reduction. For example, the value of . When , there is no overhead reduction. When , there is overhead reduction. In case of Alt1,  can be used to lower the value of legacy  to . In case of Alt4’,  can quantify the overhead reduction for a given . For example,  and  reduction in the bitmap size.

Observation 10: Regarding bitmap
· Alt3A violates the previous agreements for “Q different two-dimensional bitmaps”, and the objective 1 of the WID (without any modification of the SD and FD bases).
· Compared with Alt1, Alt3A can save some overhead, but gains in terms of UPT vs overhead trade-off is unclear.
· Alt4’ can improve UPT vs overhead trade-off 

Proposal 8: Regarding the bitmap design, support offline proposal 2.G.1
· support Alt1 with  values, where  and  is legacy
· support Alt4’ in high overhead regime (e.g. when  is large) 
·  where 

1.3.3 Issue 8 (parameter combination)

	[1] Agreement
On the Type-II codebook refinement for high/medium velocities based on Rel-16 regular eType-II codebook (if supported), for the purpose of choosing the supported Parameter Combinations 
· Regarding the codebook parameter pv, in addition to the supported values from the legacy specification, introduce as additional candidate values
· pv =1/8 for v=1,2 (hence 1/16 for v=3,4)
· pv =1/2 for v=1,2,3,4 
· Regarding the codebook parameter , in addition to the supported values from the legacy specification, introduce as an additional candidate value = 1/8
· Regarding the codebook parameter L, the supported values from the legacy specification apply

[1] Agreement
The Rel-18 Type-II codebook refinement for high/medium velocities comprises refinement of the following codebooks:
· Refinement of the Rel-16 eType-II regular codebook, with N4>=1
· Refinement of the Rel-17 FeType-II port selection (PS) codebook, based on the common design with the Refinement of the Rel-16 eType-II regular codebook, except for the supported set of parameter combinations, with N4=1
· Time-/Doppler-domain reciprocity is not assumed  



The legacy parameter combinations should be reused, except for the lower  values should also be supported, i.e., , as described above. If , then  should be supported in addition to the legacy values.

Proposal 9: Regarding the parameter combination, reuse the legacy parameter combination tables, and support both legacy and lower  values, i.e., , where  for legacy and  for lower .


1.3.4 Issue 9 (CBSR)

The legacy (Rel.16) CBSR can be reused and extended, i.e. amplitude restriction includes DD in addition to FD.

Proposal 10: Support a simple extension of legacy CBSR, i.e., amplitude restriction includes both FD and DD


1.3.5 Issue 10 (UCI omission)

	[1] Agreement
On the Type-II codebook refinement for high/medium velocities, regarding UCI omission, down-select between the following three alternatives (by RAN1#112bis-e where q denotes the q-th DD basis vector):
· Alt1. Prio(,l,m,q)=2L. Q.RI.P(m)+Q.RI.l+Q.q 
· Note: This implies that DD basis is designated the highest priority
· Alt2. Prio(,l,m,q)=2L.S(q).RI.N3+2L.RI. P(m)+RI.l+
· Note: This implies that DD basis is designated the lower priority (after FD basis)
· FFS: S(q) maps the index q according to a rule
· Alt3. Prio(,l,m,q)=2L.RI.Mv.q + 2L.RI.P(m)+ RI.l +  
· Note: This implies that DD basis is designated the least priority
· Alt4. Prio(,l,m,q)=2L.P(m).RI.Q+2L.RI.S(q)+RI.l+
· Note: This implies that DD basis is designated with lower priority (after SD basis) and higher priority (before FD basis)
· FFS: S(q) maps the index q according to a rule
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m
q=0,…,Q-1



There are four alternatives regarding the priority equation. Alt2 and Alt4 are unnecessarily complicated due to the remapping . The UCI omission is an emergency solution to a problem (i.e. insufficiency of UL resources) that happens rarely. There is no need to introduce any complicated solution such as Alt2 and Alt4 since they bring no benefits in return. Between Alt1 and Alt3, we prefer Alt3, since the DD basis selection relies on the UE-side prediction, which can be less accurate when compared with SD and FD basis selection, implying DD bases should have the least priority.

The UCI omission mechanism can be the same as the legacy mechanism, i.e., UCI parameters can be located in UCI part 1, and (G0, G1, G2) of UCI part 2, the same way as in legacy. 

There are two new parameters: 
· DD basis indicator: since SCI indicating ( is located in G0, the DD basis indicator should also be in located in G0.
· 2nd TD CQI: as discussed above, it can be located in UCI part 2, following the solution for the 2nd CQI in case of Rel.15 Type I, rank > 4.

Proposal 11: Regarding UCI omission
· Support Alt3 for priority, i.e. DD has the least priority
· Reuse legacy UCI omission mechanism
· DD basis indicator is located in G0
· 2nd TD CQI is located in UCI part 2: following legacy (the CQI for Rel.15 Type I, rank > 4), WB CQI is located in G0, even-numbered SB CQIs in G1, and off-numbered SB CQIs in G2.


1.4 SLS results
The SLS results based on the agreed EVM assumptions (Table 8 in Appendix A) are provided in this section.

Evaluation 1: CQI format

In this evaluation, we first compare UPT vs overhead tradeoffs of the three alternatives (Alt1.1, Alt1.2, Alt1.3) for the 2nd TD CQI format. The results are shown in Figure 11 for the following simulation setting: 
· CSI report window 
· ,   
· 1st slot: 
· CSI-RS measurement:
· , 
· Measurement overhead modelled
· 
· CSI periodicity P = 20 slots
· UE speed = 10 kmph

We can make the following observation.

Observation 11: there is no benefit with Alt1.2/1.3 (differential w.r.t. the 1st CQI) over Alt1.1 (independent of the 1st CQI)
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Evaluation 2: bitmap

In this evaluation, we compared the three alternatives for the bitmap (Alt1, Alt3A, and, Alt4’).
· Alt1:  and  
· Alt3A: 
· Alt4’:  and two values of  are considered
· 
· , where  reduced bitmap size
· Here,  legacy (Rel.16) and two values  ,  are considered.

The simulation setting is summarized as follows.
· CSI report window 
· ,   
· 1st slot: 
· CSI-RS measurement:
· , 
· Measurement overhead modelled
· 
· CSI periodicity P = 20 slots
· UE speed = 10 kmph

To compare Alt1, and Alt3A, the simulation results for avg., 50%, and 5% UPT vs overhead tradeoffs are shown Figure 12 through Figure 14. The simulation results comparing Alt1 and Alt4’ are shown in Figure 15 through Figure 17. We can make the following observation.

Observation 12: 
· Alt3A and Alt1 are similar in UPT vs overhead trade-off for all of avg. UPT, 50% UPT, and 5% UPT.
· For any (UPT, overhead) achieved by Alt3A, there is a similar (UPT, overhead) achieved by Alt1 
· Alt4’ can improve UPT vs overhead trade-off
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Figure 13
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Figure 16
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Evaluation 3: parameter combination
The simulation setting for comparing parameter combinations is summarized as follows: 
· CSI report window 
· 
· 1st slot: 
· CSI-RS measurement:
· , 
· Measurement overhead modelled
· CSI periodicity P = 20 slots
· 
· UE speed = 10 kmph
· (Rel.16) paraComb=1-4 with 
· : Rel.16 beta
· : Smaller beta 

The UPT vs overhead tradeoffs is shown Figure 18. We can make the following observation.

Observation 13: 
· Smaller  than legacy can be beneficial
· Weak coefficients increase overhead, but don’t provide UPT gain ( beta can be small)
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The simulation results comparing the following parameter combinations are provided next for 32 ports, , , dynamic rank 1-2, UE speed = 20kmph, CSI period = 20. The rest of the assumptions are the same as above.
· L=2, =1/8,  = [1/8,1/4,1/2,3/4]
· L=2, =1/4,  = [1/8,1/4,1/2,3/4]
· L=2, =1/2,  = [1/8,1/4,1/2,3/4]
· L=4, =1/8,  = [1/8,1/4,1/2,3/4]
· L=4, =1/4,  = [1/8,1/4,1/2,3/4]
· L=4, =1/2,  = [1/8,1/4,1/2,3/4]
· L=6, =1/8,  = [1/8,1/4,1/2,3/4]
· L=6, =1/4,  = [1/8,1/4,1/2,3/4]
· L=6, =1/2,  = [1/8,1/4,1/2,3/4]

The UPT vs overhead trade-off is shown in Figure 19 and Figure 20. The dotted black combinations are legacy, and dotted red combinations are new, that achieve the best UPT vs overhead trade-off, the corresponding combinations are shown as red in Table 3. We can make the following observation.

Observation 13A: based on the UPT vs overhead,
· A subset of legacy combinations can be reused, e.g. {2,3,4,5,6}.
· A few (2-3) new combinations with reduced  or  from legacy (e.g. ½ of legacy) can be included, e.g. from N1-N7 in Table 3 .
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	paramCombination
	
	
	
	

	
	
	
	
	
	

	1
	2
	¼ 
	1/8 
	¼ 
	1

	2
	2
	¼ 
	1/8
	½ 
	

	3
	4
	¼ 
	1/8
	¼ 
	1,8

	4
	4
	¼ 
	1/8
	½ 
	8

	5
	4
	¼ 
	¼ 
	¾
	8

	6
	4
	½ 
	¼ 
	½ 
	1,8

	7
	6
	¼ 
	- 
	½ 
	

	8
	6
	¼ 
	-
	¾ 
	

	N1
	2
	1/8 
	1/16 
	1/8  
	1,8

	N2
	2
	1/8 
	1/16 
	¼  
	1,8

	N3
	4
	1/8 
	1/16 
	¼  
	1

	N4
	4
	1/2 
	¼
	¼
	1

	N5
	4
	1/2 
	¼
	¾   
	1

	N6
	6
	1/8 
	
	1/8    
	8

	N7
	6
	1/2 
	
	3/4
	8
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TDCP reporting
1.5 Key issues
1.5.1 Issue 11 (TRS configuration)

	[1] Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, by RAN1#112bis-e, decide between the following alternatives:
· Alt1. Fully reuse legacy TRS 
· Alt2. Study enhancements on TRS (e.g. periodicities)
Note. If there is no consensus on Alt2, Alt1 is the default outcome

Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’
· Note: the TRS resource set(s) configured for TDCP report do not impact or impose any new requirements on the UE behavior when processing TRS used as QCL type A/D source for reception of PDxCH.
· No further spec enhancement on TRS is supported 
· FFS: Whether to add further restrictions on the TRS resource set(s) on, e.g. QCL relationship, power control, RE location, relation with resource set used for legacy usage




In legacy, a UE can be configured with  TRS resource sets. The delay values for TDCP reporting depends on the value of  and the number of TRS resources in these sets. 
· When  TRS resource set, the number of TRS resources can be 2 or 4. The delay values depends on the number ( of TRS resources out of 2 or 4 TRS resources configured for the TDCP reporting.
· When  TRS resource, the min periodicity is 10 slots, which is large for a high speed UE.
· When  2 or 4 TRS resources, the TRS resources have the same periodicity and a fixed offset (intra-slot: 4 symbols, inter-slot: 1 slot), implying that the min possible delay (based on 10 slots periodicity) = [4 symbols, 8 symbols, 1 slot] + X, where X = 0, 9 slots, 10 slots, 11 slots, and so on. Even with multiple TRS resources, some relevant delay values (e.g. 5 slots) can’t be supported with only 1 TRS resource set. A possible solution is to introduce lower periodicity values (e.g. 4, 5 slots) for a TRS resource sets configured for TDCP reporting. This, however, requires enhancement on TRS. 
· When  TRS resource sets, different delay values (including 5 slots) can be supported by configuring different offsets for different TRS resource sets. Since the spec already supports multiple TRS resource sets, there is no spec enhancement needed on TRS.

Observation 14: regarding enhancement on TRS,
· If only one TRS resource set is supported for TDCP reporting, then enhancement on TRS is needed in order to support delay values such as 5 slots.
· If multiple TRS resource sets are supported for TDCP reporting, then enhancement on TRS is not needed.

Based on the above, we support the offline proposal 3.A on multiple TRS resource sets.

Proposal 12: support offline proposal 3.A


1.5.2 Issue 12 (Quantization)

	Offline Proposal 3.B:
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, 
· At least the following size-Q quantization alphabet is supported:  
· TBD: supported value(s) of N (e.g. ), Q, s (e.g. ½, ¼, 1/8, …), whether a center threshold is also supported (and if so, higher-layer configured)
· FFS: Whether different schemes can be supported for different use cases



The (un-quantized) amplitude of the auto-correlation values corresponding to different delay values (assuming 5ms inter-delay separation) are shown in Figure 21. We can observe that the amplitude for the 1st delay/tap @5ms decreases with speed, implying that the value of  can be reduced.
· For , the amplitude quantization range can be within [0.9,1] corresponding speed range [3-20]. The quantization levels can be , where  is one of the first 8 values (indicator 0-7) of the legacy Rel.16 4-bit reference amplitude codebook.
· For , the amplitude quantization range can be within [0.9,] where  depends on the speed and delay values. In this offline proposal 3.B, this corresponds to the value of . Note that when , then the value of . In our view, we don’t need support amplitude values close to 0. We hence propose to choose a value of . 
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Proposal 13: support the offline proposal 3.B 


1.5.3 Other issues

	[1] Agreement
For aiding gNB determination of codebook switching and SRS periodicity with the Rel-18 TRS -based TDCP reporting, support reporting quantized wideband normalized amplitude/phase of the time-domain correlation profile with Y≥1 delay(s) as follows:
· Basic feature: Y=1 with delay≤ Dbasic symbols, only wideband quantized normalized amplitude is reported
· FFS: Candidate values for delay
· Optional feature: Y=1 with delay>Dbasic symbols and Y≥1, wideband quantized normalized amplitude and phase for each delay are reported 
· For Y>1, the phase can be configured to be absent for all the Y delays
· TBD: Whether the value of Y is configurable or following the delays from the configured TRS resource
· TBD: Candidate value(s) for Y>1
· FFS: Value of Dbasic
[1] Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the value of parameter Y for Y>1, down-select from the following alternatives:
· Alt1. The value of Y is gNB-configured via higher-layer (RRC) signalling
· Alt2. The value of Y follows the delays from the configured TRS resource
· Alt3. The value of Y is UE-selected and reported 
The value of Y is a UE capability

[1] Agreement
For the Rel-18 TRS-based TDCP reporting, the priority of the CSI report(s) associated with TDCP reporting is down-selected from the following alternatives:
· Alt1. Lower than other CSI reports 
· Alt2. Same as CSI report(s) not carrying L1-RSRP or L1-SINR
· Alt3. Higher than other CSI reports
· Other alternatives are not precluded 



Our view about the other issues are as follows.
· Issue 13 (Y values, D_basis, delay values)
· Y>1 value(s): the value of Y should depend on UE speed and delay values. The NW can configure the different delay values by configuring multiple TRS resource sets. The value of Y should decrease with increasing UE speed. At least the set of values {2,4} should be supported. Whether  is needed require further study. 
· D_basic: since delay values depends on the periodicity and offset of TRS resources in different TRS resource sets, and the minimum granularity of the delay values can be in slots. So, D_basic should be in slots, in particular, it can be equal , the min delay values possible with the configured TRS resource sets.
· Delay values: the delay values can be based on periodicity and offset of TRS resources in different TRS resource sets. In particular, the values can be the  smallest delay values possible with the configured TRS resource sets.
· Issue 14 (Signaling/configuration of Y): for a given  value, whether all values need reporting depends on UE speed and delay values. For low speed, all  values can be reported, but for high speed, some of the  correlation values can be ‘weak’ (small amplitude), and can be below the quantization level, hence they don’t need reporting. Since whether a correlation is ‘weak’ can only be determined by the UE, the UE can report a value . We therefore support Alt3 (UE-selected).
· Issue 15 (Priority rule): in our view, the TDCP reporting should have lower priority than other CSI reports, we hence support Alt3.

Observation 15:
· The value of  depends on UE speed and delay values.
· Whether all  correlation values need reporting can only be determined by the UE.

Proposal 14: 
· Support 
· Regarding signaling/configuration of , support Alt3 (UE-selected), the UE can report 
· Regarding priority rule, support Alt1 (lower than other CSI reports)

1.6 Simulation results
Two sets of results are provided for the amplitude quantization for the use case of Type I/II switching based on a threshold. The first set of results is based on a simplified SLS setup wherein average UPT vs UE speed performance has been considered as a metric, and the second set of results is based on a LLS, wherein BLER vs UE speed performance has been considered as a metric.

SLS results

The SLS setup is as follow: 1 ring (21 cells), 1 UE per cell, full buffer, 16 BS ports, 2 UE ports, dynamic rank 1-2, Rel. 16 T2 PC 6, CSI period = 20, TRS period = 5. The following settings are considered to compare different amplitude quantization codebooks.
· Speed: 3, 5, 10, 15, 20, 30 [kmph]; 3kmph is the reference (100%)
· Delay: 5, 10, 15, 20 [ms]
· The following amplitude codebooks are compared.
· 3-bit R16-based, ,  = 1st 8 values from 4-bit R16 ref amp CB
· 3-bit R16-based, ,  = 1st 8 values from 4-bit R16 ref amp CB
· 4-bit R16-based, ,  =4-bit R16 ref amp CB
· 4-bit R16-based, ,  =4-bit R16 ref amp CB
· 5-bit R16-extended, 
· 4-bit, configured threshold , 
· 4-bit, configured threshold , 

The results (Avg. UPT vs speed) are shown in Figure 22. We can observe the following.

Observation 16: for T1/T2 CB switch based on threshold = 0.86, and Y=1 
· 3-bit R16-based quantization is sufficient
· 1-v^2 is the best at low speed (<=10kmph)
· 1-v is good overall
· 4-bit/5-bit doesn’t offset any gain over 3-bit
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LLS results
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	Index
	Level (R16 ref. amp. CB)
	Level (1dB step)
	Level (2dB step)

	0
	
	
	

	1
	
	
	

	2
	
	
	

	3
	
	
	

	4
	
	
	

	5
	
	
	

	6
	
	
	

	7
	
	
	



Case 1 (Y=1): in this section, we have provided the LLS results comparing different quantization scheme for Y=1 magnitude of autocorrelation based on threshold of 0.98, switching between Type and Type II. The three amplitude quantization codebooks, as shown in Table 4, are compared. Based on our results, the performance of quantization schemes is almost same with minor variation at higher speeds. Since step size in quantization schemes as are very small and close to threshold there is almost no performance difference. At switching speed, Rel-16 legacy based quantization and 1 dB step quantization performs almost same while 2 dB step has little higher BLER. Comparing the legacy based and 1 dB step quantization to un-quantized case, their performance is very close. The simulation assumptions are provided in Table 5.

[bookmark: _Ref127443362]Table 5
	
	Y=1
	Y=4,8

	Threshold
	0.98
	22.2 Hz

	#TRS lags
	2
	8

	Feedback
	1 amplitude of autocorrelation lag 1 
	7 amplitude and phase of all autocorrelation lags

	TRS period
	5 slots (5ms)
	5 slots (5ms)

	CSI period
	20 slots (20ms)
	20 slots (20ms)


    
Observation 17: based on LLS evaluations,
· The BLER performance of un-quantized and 1st 8 levels from Rel-16 legacy 4-bit reference codebook is almost same

[image: E:\Work\Simulator\RAN1#112b\y12.jpg]
Figure 23 : BLER Vs UE speed 


Case 2 (Y=8): in this section, we have provided the LLS results comparing different quantization for phase for Y=8 with magnitude quantized using 1st 8 levels of Rel-16, 4-bit quantization reference codebook, and phase with QPSK, 8- PSK and 16 PSK. The performance of 16-PSK and un-quantized is same. While 8-PSK performs almost same as un-quantized for lower speeds. Among 3, QPSK has highest BLER. The performance of phase quantization with above amplitude quantization schemes are almost same.  


Observation 18: based on LLS evaluations,
· The BLER performance with 16-PSK for phase quantization is least, provides close match with un-quantized performance 
· QPSK has highest BLER among 3 phase quantization methods.
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Figure 24

Analysis on amplitude quantization codebook size-Q quantization alphabet is supported:  

We consider the following in this analysis.
· UE speed = 3, 5, 10, 15, 20, 30, 60 [kmph]
· Delay values = 2, 4, 6, 8, and 5, 10, 15, 20 [msec]

The CDF vs UE speed are plotted in Figure 25- Figure 29 for different delay values (2, 5, 10, 20), and also for all delay values. In each figure, CDFs for each of the 7 UE speeds, and also across all UE speeds together are shown for a given delay value. We can observe the following:

Observation 19: based on CDF plots for different UE speeds, and delay values,
· For a given high probability (e.g. 0.9), the amplitude values are concentrated around [x,1], where x decreases with increasing UE speed or delay, e.g.., at low speed or/and small delay, , and at high speed or large delay, x can be close to 0.1. 
· The amplitude codebook should have non-uniform resolution or quantization levels in linear scale, e.g. more levels in [x,1] and less in [0,x], where x can be around 0.9.
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Figure 26
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Figure 27
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Figure 28
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Based on the above, we next consider the following values of the parameters in the codebook: .
·  
· 
· 
· 
· 
· 
· 
· Delay: 2, 8 [msec]
· UE speed: 3, 15 [kmph]

The MSE vs CB index, indicating a parameter combination , are plotted in Figure 30 - Figure 37. We can observe the following:

Observation 20: based on MSE values,
· The value of  achieves the least MSE for low speed and small delay.
· The value of  decreases towards  increasing speed or delay.
·  bits is sufficient for a target MSE = 0.1%.
· The factor  can be within [1/3,2/3].
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Figure 31
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Figure 32
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Figure 33
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Figure 34
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Figure 35
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Figure 36
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Conclusion
In this contribution, the following observations and proposals are made: 

Type II C-JT

Observation 1: due to one SCI across TRPs, the W2 coefficients for different TRPs (after normalization with the strongest coefficient) capture the different power level across TRPs, implying that there is no need for per-TRP per-polarization reference amplitude reporting (i.e. Alt3)

Observation 2: on FD basis reporting for mode-1, when compared with Alt 2, Alt1 can
· unify the functionality of mode 1 and mode 2 (per agreement on support of mode1/2),
· achieve similar performance with lower overhead of FD basis reporting as well as lower complexity of FD basis calculation

Observation 3: the simulation results show that Alt 1 with TRP-specific  (oversampling/rotated value) yields a 2~3% average UPT gain over Alt 1 with TRP-common . Hence, we prefer to introduce TRP-specific .

Observation 4: a subset (e.g. window) of  (or ) should be enough as an alphabet for  reporting, since
· the delay difference across TRPs favorable for CJT operation should not be large, and
· the delay difference can be compensated by gNB implementation when Rel-17 based CJT operation is used with delay/angle reciprocity.

Observation 5: UCI omission with Alt3 is more beneficial than Alt2 in CJT operation.

Observation 6: 
· Mode 1 with Alt 2 per-TRP SVD (the advocated lower complexity benefit for Alt2) incurs ~4% UPT loss (for the same PMI overhead) over Mode 2. 
· Overall, Mode 2 and Mode 1 with Alt 1 and Alt 2 using joint-SVD operation yield similar performance. 
· Mode 1 with Alt 2 needs additional UE processing to find per-TRP FD basis vectors for the case of joint-SVD operation, compared to Mode 2 or Mode 1 with Alt 1 – thereby resulting in higher UE complexity

Observation 7: 
· With TRP-common , Mode 1 Alt1 performs slightly better than Alt2, and Mode 1 Alt 1 and Mode 2 perform similarly. 
· With TRP-specific  (additional spec impact to be needed), the performance of the both Mode 1 Alt1 and Alt2 can be improved and they yield a small gain (~2% average UPT gain) over Mode 2. Regardless, Mode1 Alt1 and Alt2 perform similarly.  

Observation 8: there is no benefit of Alt3 over Alt1 shown in our SLS results for both mode 1 and mode 2 cases even in the inter-site inter-cell scenarios.

Proposal 1: Revert the working assumption on the additional support for Alt3 for the amplitude grouping
· Note that the working assumption was included with the understanding that the gain of Alt3 over Alt1 (already agreed to be supported) can be demonstrated – not simply that “as long as Alt3 is not broken, the WA should be confirmed as agreement.”

Proposal 2: 
· support Alt1 for mode-1 FD basis reporting, where layer-common TRP-specific  (and ) is reported.
· support a subset (e.g. window) of  as an alphabet for  reporting.
· support reporting reference CSI-RS resource  for indicating the relative FD offset values, i.e.,  for 

Proposal 3: for parameter combination, 
· support offline proposal 1.C.1 
· Do not support  for 

Proposal 4: For CBSR, 
· support TRP-common soft amplitude restriction, averaging over TRPs and FD beams.
· support a separate configuration of (N1,N2) from CBSR

Proposal 5: for UCI omission, support offline proposal 1.E.1.

Proposal 6: for mode1, support including indicator(s) indicating  and a reference CSI-RS resource indicator in Group 0 of CS part 2.

Type II Doppler

Observation 9: 
· Alt1.2/1.3 is worse than Alt1.1 in UPT vs overhead trade-off
· Overhead saving with Alt1.2/1.3 is very small
· Alt1.2/1.3 incur performance loss 
· The 2nd TD CQI has a lower priority than the 1st TD CQI.

Observation 10: Regarding bitmap
· Alt3A violates the previous agreements for “Q different two-dimensional bitmaps”, and the objective 1 of the WID (without any modification of the SD and FD bases).
· Compared with Alt1, Alt3A can save some overhead, but gains in terms of UPT vs overhead trade-off is unclear.
· Alt4’ can improve UPT vs overhead trade-off 

Observation 11: there is no benefit with Alt1.2/1.3 (differential w.r.t. the 1st CQI) over Alt1.1 (independent of the 1st CQI)

Observation 12: 
· Alt3A and Alt1 are similar in UPT vs overhead trade-off for all of avg. UPT, 50% UPT, and 5% UPT.
· For any (UPT, overhead) achieved by Alt3A, there is a similar (UPT, overhead) achieved by Alt1 
· Alt4’ can improve UPT vs overhead trade-off

Observation 13: 
· Smaller  than legacy can be beneficial
· Weak coefficients increase overhead, but don’t provide UPT gain ( beta can be small)

Observation 13A: based on the UPT vs overhead,
· A subset of legacy combinations can be reused, e.g. {2,3,4,5,6}.
· A few (2-3) new combinations with reduced  or  from legacy (e.g. ½ of legacy) can be included, e.g. from N1-N7 in Table 3 .


Table 3
	paramCombination
	
	
	
	

	
	
	
	
	
	

	1
	2
	¼ 
	1/8 
	¼ 
	1

	2
	2
	¼ 
	1/8
	½ 
	

	3
	4
	¼ 
	1/8
	¼ 
	1,8

	4
	4
	¼ 
	1/8
	½ 
	8

	5
	4
	¼ 
	¼ 
	¾
	8

	6
	4
	½ 
	¼ 
	½ 
	1,8

	7
	6
	¼ 
	- 
	½ 
	

	8
	6
	¼ 
	-
	¾ 
	

	N1
	2
	1/8 
	1/16 
	1/8  
	1,8

	N2
	2
	1/8 
	1/16 
	¼  
	1,8

	N3
	4
	1/8 
	1/16 
	¼  
	1

	N4
	4
	1/2 
	¼
	¼
	1

	N5
	4
	1/2 
	¼
	¾   
	1

	N6
	6
	1/8 
	
	1/8    
	8

	N7
	6
	1/2 
	
	3/4
	8



Proposal 7: 
· support offline proposal 2.F.1, and reuse legacy solution (2nd CQI for Rel.15 Type I rank > 4) 
· support offline proposal 2.F.2.

Proposal 8: Regarding the bitmap design, support offline proposal 2.G.1
· support Alt1 with  values, where  and  is legacy
· support Alt4’ in high overhead regime (e.g. when  is large) 
·  where 

Proposal 9: Regarding the parameter combination, reuse the legacy parameter combination tables, and support both legacy and lower  values, i.e., , where  for legacy and  for lower .

Proposal 10: Support a simple extension of legacy CBSR, i.e., amplitude restriction includes both FD and DD

Proposal 11: Regarding UCI omission
· Support Alt3 for priority, i.e. DD has the least priority
· Reuse legacy UCI omission mechanism
· DD basis indicator is located in G0
· 2nd TD CQI is located in UCI part 2: following legacy (the CQI for Rel.15 Type I, rank > 4), WB CQI is located in G0, even-numbered SB CQIs in G1, and off-numbered SB CQIs in G2.

TDCP reporting

Observation 14: regarding enhancement on TRS,
· If only one TRS resource set is supported for TDCP reporting, then enhancement on TRS is needed in order to support delay values such as 5 slots.
· If multiple TRS resource sets are supported for TDCP reporting, then enhancement on TRS is not needed.

Observation 15:
· The value of  depends on UE speed and delay values.
· Whether all  correlation values need reporting can only be determined by the UE.

Observation 16: for T1/T2 CB switch based on threshold = 0.86, and Y=1 
· 3-bit R16-based quantization is sufficient
· 1-v^2 is the best at low speed (<=10kmph)
· 1-v is good overall
· 4-bit/5-bit doesn’t offset any gain over 3-bit

Observation 17: based on LLS evaluations,
· The BLER performance of un-quantized and 1st 8 levels from Rel-16 legacy 4-bit reference codebook is almost same

Observation 18: based on LLS evaluations,
· The BLER performance with 16-PSK for phase quantization is least, provides close match with un-quantized performance 
· QPSK has highest BLER among 3 phase quantization methods.

Observation 19: based on CDF plots for different UE speeds, and delay values,
· For a given high probability (e.g. 0.9), the amplitude values are concentrated around [x,1], where x decreases with increasing UE speed or delay, e.g.., at low speed or/and small delay, , and at high speed or large delay, x can be close to 0.1. 
· The amplitude codebook should have non-uniform resolution or quantization levels in linear scale, e.g. more levels in [x,1] and less in [0,x], where x can be around 0.9.
    
Observation 20: based on MSE values,
· The value of  achieves the least MSE for low speed and small delay.
· The value of  decreases towards  increasing speed or delay.
·  bits is sufficient for a target MSE = 0.1%.
· The factor  can be within [1/3,2/3].

Proposal 12: support offline proposal 3.A

Proposal 13: support the offline proposal 3.B 

Proposal 14: 
· Support 
· Regarding signaling/configuration of , support Alt3 (UE-selected), the UE can report 
· Regarding priority rule, support Alt1 (lower than other CSI reports)
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[bookmark: _Ref525812457]Table 6: EVM for Type II C-JT 
	Parameter
	Value (Intra-cell scenario)
	Value (Inter-cell scenario)

	Duplex, Waveform 
	FDD, OFDM 
	FDD, OFDM 

	Multiple access 
	OFDMA 
	OFDMA 

	Scenario
	RMa (Rural Macro)
N_TRP (#TRPs): 2, 3, 4 (N_TRP is semi-statically chosen based on, e.g. RSRP) for each UE
[image: ]
Outdoor1

	Dense Urban (Macro only)
N_TRP (#TRPs): 2, 3, (N_TRP is semi-statically chosen based on, e.g. RSRP)
[image: ]
Outdoor2 OptA

	Frequency Range
	FR1, 700Hz
	FR1, 2GHz

	Inter-BS distance
	1.7km
	200m

	Channel model
	According to the TR 38.901 

Difference in propagation delays between UE and N_TRP TRPs is taken into account in the composite Channel Impulse Response (CIR) for CJT

	According to the TR 38.901

Difference in propagation delays between UE and N_TRP TRPs is taken into account in the composite Channel Impulse Response (CIR) for CJT


	Number of Rings
	2 rings (57 sectors)
· Each sector has N TRP as a cooperating mTRP set.
	2 rings (57 sectors):
· The three sectors of each site is a cooperating mTRP set.

	Number of UEs per sector
	30
	30

	Antenna setup and port layouts at gNB
	For each TRP,
- 4 ports: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.8)λ
- 8 ports: (2,2,2,1,1,2,2), (dH,dV) = (0.5, 0.8)λ
Total #ports in mTRP = N TRP x {4,8}
	For each TRP,
- 8 ports: (4,4,2,1,1,1,4), (dH,dV) = (0.5, 0.8)λ
- 16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
- 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
Total #ports = N_TRP x {8,16,32}


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 

	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 


	BS Tx power 
	46 dBm for 10 MHz
	41 dBm per TRP for 10 MHz

	BS antenna height 
	25m 
	25m 

	UE antenna height & gain
	Follow TR36.873 
	Follow TR36.873 

	UE receiver noise figure
	9dB
	9dB

	Modulation 
	Up to 256QAM 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot
	14 OFDM symbol slot
	14 OFDM symbol slot

	
	SCS 
	15kHz
	15kHz

	Number of RBs
	52 for 15 kHz SCS
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz 
	10 MHz 

	Frame structure 
	Slot Format 0 (all downlink) for all slots
	Slot Format 0 (all downlink) for all slots

	MIMO and scheduling scheme
	MU-MIMO PF scheduling (User Rank 1 or 2 or 3 or 4) 
	MU-MIMO PF scheduling (User Rank 1 or 2 or 3 or 4)

	MIMO layers
	Up to 4
	Up to 12

	CSI feedback 
	Feedback assumption 
· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms
	Feedback assumption 
· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	Based on Alt1A/B, Alt2, Rel-16 eType-II
	Based on Alt1/B, Alt2B, Rel-16 eType-II

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	RU 30~40% or 70~80%
	RU 30~40% or 70~80%

	UE distribution
	50% indoor (3km/h), 50% outdoor (120km/h) 
	80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC
	MMSE-IRC

	Feedback assumption
	Realistic
	Realistic

	Channel estimation
	Realistic
	Realistic

	Evaluation Metric
	User perceived throughput and CSI feedback overhead 
	User perceived throughput and CSI feedback overhead



[bookmark: _Ref118446604]Table 7: EVM for Type II C-JT 
	Parameter
	Value (Inter-cell scenario)

	Duplex, Waveform 
	FDD, OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only)
N_TRP (#TRPs): 2, 3, (N_TRP is semi-statically or dynamically chosen based on, e.g. RSRP)


        

(*Each same color indicates each collaborating mTRP set)
Outdoor2 OptA - Inter-site inter-cell scenario 


	Frequency Range
	FR1, 2GHz

	Inter-BS distance
	200m or 500m

	Channel model
	According to the TR 38.901

Difference in propagation delays between UE and N_TRP TRPs is taken into account in the composite Channel Impulse Response (CIR) for CJT


	Number of Rings
	2 rings (57 sectors):
· The three sectors with each same color above is a cooperating mTRP set.

	Number of UEs per sector
	30

	Antenna setup and port layouts at gNB
	For each TRP,
- 8 ports: (4,4,2,1,1,1,4), (dH,dV) = (0.5, 0.8)λ
- 16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
- 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
Total #ports = N_TRP x {8,16,32}


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 


	BS Tx power 
	41 dBm per TRP for 10 MHz

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS 
	15kHz

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz 

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO and scheduling scheme
	MU-MIMO PF scheduling (User Rank 1 or 2 or 3 or 4)

	MIMO layers
	Up to 12

	CSI feedback 
	Feedback assumption 
· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	Based on Alt1/B, Alt2B, Rel-16 eType-II

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	RU 30~40% or 70~80%

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	Evaluation Metric
	User perceived throughput and CSI feedback overhead



[bookmark: _Ref54212124]Table 8: EVM for Type-II Doppler
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only) is a baseline. 

UE speed: 10 kmph 

Mobility model: 
- Spatial consistency procedure not modeled
- No trajectory is assumed
- Doppler spectrum model is not needed

Single TRP

	Frequency Range
	FR1 only, 2GHz

	Duplexing gap (b/w DL and UL)
	200MHz

	Inter-BS (site) distance
	200m 

	Channel generation model
	According to the TR 38.901 
O2I car penetration loss per TS 38.901 can be assumed

	Reciprocity model
	Not applicable

	Antenna setup and port layouts at gNB
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power 
	41 dBm for 10MHz

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	20 MHz (10 MHz DL + 10 MHz UL) for 15kHz 

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	Dynamic SU/MU-MIMO with rank adaptation

	MIMO layers
	Up to 4 MU layers

	CSI feedback 
	Baseline scheme: CSI feedback periodicity (full CSI feedback): p1=5 ms, 

Scheduling delay (from CSI feedback to time to apply in scheduling): D=4 ms

eType II Doppler:
CSI feedback periodicity : W=p2=20 ms
CSI-RS burst: window of B measurement instances with separation d
- B=4
- d=1
CSI reporting window: 
Speen = 10kmph
UE-side prediction: LMMSE

	Overhead 
	DMRS, CSI-RS (including CSI-RS burst overhead)

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	50% for SU/MU-MIMO with dynamic rank 1-2 adaptation

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	Evaluation Metric
	Throughput and CSI feedback overhead 

	Baseline for performance evaluation
	Rel-16 regular eTypeII with CSI feedback periodicity 5 ms



[bookmark: _Ref127443379]Table 9: simulation assumptions for TDCP LLS
	Parameter
	Value

	Channel Model 
	CDL-C

	Delay spread 
	100 ns

	Frequency
	4 GHz

	Subcarrier Spacing
	15 KHz

	FFT
	1024

	No of gNB ports
	32

	No of UE ports
	2

	Type II parameter combination
	6

	CSI periodicity
	20 slots (20 ms)

	Bandwidth
	20 MHz

	TRS periodicity
	5 slots(5 ms)

	Autocorrelation lags for Alt. A2
	8 and 4 (Including Zero lag)

	Autocorrelation lags for Alt. B
	2 lags (Including Zero lag)

	Threshold for Alt. A
	22.2 Hz (~ 6 km/hr)

	Threshold for Alt. B
	0.98

	UE Antenna Pattern 
	Omnidirectional

	BS Antenna Pattern 
	According to TR36.873

	Channel Estimation 
	Ideal

	DMRS estimation
	2DMMSE

	MIMO mode
	SU-MIMO with rank=1

	SNR
	15 dB



Appendix B 
We used the Rel-16 parameter combination table unless otherwise noted.


Avg UPT loss 
(16 ports per TRP, Mode 2, NTRP=4, rank up to 2)

Alt2	99.236913272258448	98.980378208548231	99.73201524535493	99.030153751419164	99.949908486658316	99.180547578020295	Alt3	100	100	100	100	100	100	Parameter Combination


(%)




Avg UPT Gain
(16 ports per TRP, Mode 1)
Mode 2	310	480	582	920	1258	1581	100.22823120813693	105.47258744728354	112.39890845943934	114.7308360208385	116.25403125775242	118.97792111138673	Mode 1 w/ Alt 1	320	490	592	930	1268	1591	100	105.26172165715701	107.64574547258745	114.54725874472835	116.01339617960804	119.71471098982882	Mode 1 w/ Alt 2 Per-TRP SVD	344	514	616	954	1292	1637	96.871743984123043	104.03125775241875	104.17762341850656	111.88290746712974	114.42570081865541	117.53411064252046	Mode 1 w/ Alt 2 Joint SVD (Complex)	344	514	616	954	1292	1637	99.937980649962782	104.61175886876704	109.16645993549987	117.01314810220789	118.14686182088812	119.1193252294716	overhead (number of bits)

Avg UPT Gain (%)


Avg UPT Gain
(16 ports per TRP)
Mode1-Alt1	335	481	583	873	1163	1457	100	104.69658045045269	105.81398249070908	110.49310353428277	113.56346494400518	117.47187788391989	Mode1-Alt3	367	513	615	905	1195	1489	98.286483924874659	103.96827376349984	106.21554884892623	109.40064350385354	113.30406804180279	115.29693462699223	overhead (number of bits)

Avg UPT Gain (%)


Avg UPT Gain
(16 ports per TRP)
Mode2-Alt1	291	437	539	829	1119	1409	100	105.80526699700681	108.48152526599088	112.98639233342558	115.18223205976305	119.19158890258319	Mode2-Alt3	323	469	571	861	1151	1441	100.87280227381341	105.33994013632821	109.78947103654704	113.75103755313529	117.10642151067736	118.51497849435322	overhead (number of bits)

Avg UPT Gain (%)


Avg UPT Gain
(16 ports per TRP)
Mode1-Alt1	335	481	583	873	1163	1457	100	102.3021645588974	101.37824083174978	108.58615643361071	109.03173667081667	109.91416027783238	Mode1-Alt3	367	513	615	905	1195	1489	94.998143415678314	101.01129240110957	104.25485442194702	108.52281414498832	109.3550007644759	111.43000677107221	overhead (number of bits)

Avg UPT Gain (%)


Avg UPT Gain
(16 ports per TRP)
Mode2-Alt1	291	437	539	829	1119	1409	100	103.55886390938733	106.40767118585894	108.85103827012183	110.07593959155655	113.43101081173847	Mode2-Alt3	323	469	571	861	1151	1441	98.910245409301524	102.08941136090613	104.57139179680797	109.08486356615754	112.10528573880214	113.98875922430068	overhead (number of bits)

Avg UPT Gain (%)


Alt1.1: independent	370	479	588	1.0092691276685075	1.0154982248880289	1.0246760301078606	Alt1.2: B_R=2	368	477	586	0.99728708458482707	1.0109977056523864	1.0193605959494063	Alt1.2: B_R=0	366	475	584	0.99628588961017983	0.98518036234362794	1.0217273221075502	Alt1.3: B_R=2, B_SB=1	355	464	573	0.99731938119691244	1.01187646759651	0.97307364010242869	Alt1.3: B_R=0, B_SB=1	353	462	571	1.0043923392436134	1.0053013214637381	1.0143167533172965	Overhead


Avg. UPT




Q=2, Avg. UPT

Alt1, beta, 0.75beta, 0.5beta	120	176	240	352	464	616	148	232	296	464	632	812	176	288	352	576	800	1008	1	0.99451466730264737	0.98449797281182927	1.0262001294674798	1.0394875813430549	1.0192156996354469	0.98054580763858135	0.98214711594153525	0.99979557766345273	1.0394875813430549	1.028244352832953	1.0362508943477224	0.99451466730264737	1.0078702599570715	1.0262001294674798	1.0377159210929781	1.0339000374774283	1.0426901979489627	Alt3A, S=M, 1.5M	104	160	192	304	416	532	148	232	280	448	616	820	0.99928452182208438	1.0016353786923786	1.0120609178562912	1.0242581172702805	1.0242581172702805	1.028005860106981	0.98538380293686767	0.98211304555211076	1.0184320806786822	1.0181935879527104	1.0275629450444619	1.0243943988279787	Rank 2 overhead


Avg. UPT gain




Q=2, 50% UPT

Alt1, beta, 0.75beta, 0.5beta	120	176	240	352	464	616	148	232	296	464	632	812	176	288	352	576	800	1008	1	1.0229702551074416	0.98122860872940265	1.0353198546275713	1.0420239229384989	1.0350022934970537	0.98786210790021522	0.98712113192900741	0.9887089375815955	1.0420239229384989	1.0364136762993543	1.0398009950248757	1.0229702551074416	1.0205003352034154	1.0353198546275713	1.0480222998482764	1.0458346565047105	1.0412829469672911	Alt3A, S=M, 1.5M	104	160	192	304	416	532	148	232	280	448	616	820	1.0110087858579442	1.0100561024663914	1.0071274831516177	1.0339437563953282	1.0339437563953282	1.0468931936064358	1.0033873187255213	0.9946367453512579	1.0346847323665362	1.0347553015066511	1.0258283052821	1.0252637521611798	Rank 2 overhead


50% UPT gain




Q=2, 5% UPT

Alt1, beta, 0.75beta, 0.5beta	120	176	240	352	464	616	148	232	296	464	632	812	176	288	352	576	800	1008	1	0.96945250181290787	0.95712472806381432	1.0327229876722264	1.0480420594633792	1.0145939086294415	0.9285714285714286	0.99592095721537344	0.99229514140681641	1.0480420594633792	1.0179477882523569	1.0384336475707034	0.96945250181290787	1.020032632342277	1.0327229876722264	1.0191261783901377	1.0187635968092821	1.0297316896301667	Alt3A, S=M, 1.5M	104	160	192	304	416	532	148	232	280	448	616	820	0.99283901377810002	1.0031725888324874	1.008248730964467	1.0088832487309645	1.0088832487309645	1.0368020304568528	0.96691443074691807	0.98341189267585205	1.037799129804206	1.0088832487309645	1.0441443074691805	1.0423313995649022	Rank 2 overhead


5% UPT gain




16 ports, PC=1-6

Alt1	176	288	352	576	800	1008	1	1.0155650171005794	1.0270119355063865	1.0374467788092414	1.0535352830320375	1.0521742165142738	Alt4', K0=ceil(beta*2LM)	168	280	312	536	760	944	1.0091435750680533	1.0174495707405597	1.0201717037760871	1.0287219934389613	1.0305018496544984	1.0590842465275354	Alt4', K0=ceil(beta*X), X=reduced bitmap size	154	252	242	396	550	720	1.0068751308717805	1.0045717875340268	1.0181126544287009	1.0263837509597264	1.0412856843721645	1.047288336706917	Rank 2 overhead


Avg. UPT




16 ports, PC=1-6

Alt1	176	288	352	576	800	1008	1	1.0226323246267299	1.0219057652486649	1.0397064700112617	1.0384713190685508	1.0535474261634032	Alt4', K0=ceil(beta*2LM)	168	280	312	536	760	944	1.0091546481636211	1.030624477785447	1.0179096886693064	1.0321502524793837	1.0232499000980855	1.070803211392451	Alt4', K0=ceil(beta*X), X=reduced bitmap size	154	252	242	396	550	720	1.01137065426672	1.0225596686889236	1.019253823518727	1.032731499981836	1.0457369128492027	1.0435209067461038	Rank 2 overhead


50% UPT




32 ports, PC=1,2,4,8

Alt1	176	288	576	1200	1	1.0048899755501222	1.0464547677261615	1.0595550725950074	Alt4', K0=ceil(beta*2LM)	168	280	536	1160	1.0044975701047421	1.0071538531196234	1.0543934317365451	1.0635998671858493	Alt4', K0=ceil(beta*X), X=reduced bitmap size	154	252	396	950	1.0169941742883879	1.0117419783271455	1.0438588547798002	1.0606115487941079	Rank 2 overhead


Avg. UPT




10 kmph

Q=2, c=1	207	319	386	610	1	1.0022534057154562	1.0355082112738569	1.0592031137969886	Q=2, c=0.5	151	207	274	386	0.98159718665710671	1	1.016866400355082	1.0355082112738569	Rank 2 overhead


Avg. UPT




N4=1, d=2

L=2,pv=1/8, beta=[1/8,1/4,1/2,3/4]	30	44	72	100	1	1.0328985600826499	1.0368050623103247	1.0484922838509718	L=2,pv=1/4, beta=[1/8,1/4,1/2,3/4]	60	88	144	200	1.03635307031704	1.0581132562794602	1.048782850132369	1.0551430231807324	L=2,pv=1/2, beta=[1/8,1/4,1/2,3/4]	105	154	252	350	1.0500742558274681	1.0535287660618582	1.0509782398140375	1.0620197585071351	L=4,pv=1/8, beta=[1/8,1/4,1/2,3/4]	60	88	144	200	1.053238199780461	1.049719119261316	1.0660876864466973	1.0745786788919738	L=4,pv=1/4, beta=[1/8,1/4,1/2,3/4]	120	176	288	400	1.0560147220249243	1.0725124297798152	1.0735455543358947	1.0840059404661975	L=4,pv=1/2, beta=[1/8,1/4,1/2,3/4]	210	308	504	700	1.073513269193517	1.0915606637825273	1.0885581455414217	1.0945631820236328	L=6,pv=1/8, beta=[1/8,1/4,1/2,3/4]	90	132	216	300	1.0284754955769355	1.0585652482727448	1.0694130561115776	1.0711887389423389	L=6,pv=1/4, beta=[1/8,1/4,1/2,3/4]	180	264	432	600	1.0703170400981468	1.067023955575644	1.0776134822754568	1.0826176793439659	L=6,pv=1/2, beta=[1/8,1/4,1/2,3/4]	315	462	756	1050	1.0813908439336217	1.067960224704591	1.0801962936656551	1.0953703105830697	Rank 2 overhead


Avg. UPT




N4=8, d=2

L=2,pv=1/8, beta=[1/8,1/4,1/2,3/4]	60	88	144	200	1.0087403917679145	1.0292896107116292	1.0291036449293329	1.0257872551450531	L=2,pv=1/4, beta=[1/8,1/4,1/2,3/4]	120	176	288	400	1.0227808083312671	1.0229047855194644	1.0385259112323331	1.0325440119018099	L=2,pv=1/2, beta=[1/8,1/4,1/2,3/4]	210	308	504	700	1.0163030002479543	1.023958591619142	1.0259422266303	1.042586164145797	L=4,pv=1/8, beta=[1/8,1/4,1/2,3/4]	120	176	288	400	1.0268100669476814	1.0458715596330275	1.0762459707413834	1.0856372427473344	L=4,pv=1/4, beta=[1/8,1/4,1/2,3/4]	240	352	576	800	1.0529382593602776	1.0833746590627324	1.087682866352591	1.1003905281428217	L=4,pv=1/2, beta=[1/8,1/4,1/2,3/4]	420	616	1008	1400	1.0627014629308207	1.0803372179518969	1.1091619142077858	1.0973530870319861	L=6,pv=1/8, beta=[1/8,1/4,1/2,3/4]	180	264	432	600	1.0544569799156955	1.0662658070914952	1.07829159434664	1.0795623605256632	L=6,pv=1/4, beta=[1/8,1/4,1/2,3/4]	360	528	864	1200	1.0573084552442349	1.0817939499132159	1.0937267542772129	1.0868150260352094	L=6,pv=1/2, beta=[1/8,1/4,1/2,3/4]	630	924	1512	2100	1.0917121249690056	1.0993987106372425	1.1079221423258121	1.1179333002727498	Rank 2 overhead


Avg. UPT
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