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1 Introduction
In RAN#93, a new WID for MIMO evolution for downlink and uplink was approved for Rel-18 [1]. Among items in this WID, two aspects corresponding to CSI enhancement(s) are captured, i.e., CSI enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information, and CSI enhancement for facilitating CJT operation. In this contribution, we elaborate our views on above two aspects, respectively.
[bookmark: _GoBack]Note that, this contribution is in revision of R1-2302418, and, in Section 2.1.7, is to provide our evaluation results and recommended parameter combination for Rel-16 regular eType-II codebook on the Type-II codebook refinement for high/medium velocities.
2 CSI enhancement for high/medium UE velocities
Among items in this WID for DL and UL MIMO, the aspects for Doppler related CSI enhancement are listed as below.
	1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
· Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
· UE reporting of time-domain channel properties measured via CSI-RS for tracking 


2.1 Type-II codebook refinement
2.1.1 CQI overhead reduction and location in UCI for X=2
In RAN1#112, the following agreement on CQI refinement for high/medium UE velocities were reached.
	Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), as well as the number of CQIs (=X) in one sub-band and one CSI reporting instance, support only the following:
· Basic feature: X=1 and the CQI is associated with the first/earliest slot of the CSI reporting window and the first/earliest of the N4 W2 matrices
· Optional features:
· X=1 and the CQI is associated with:
· the first/earliest slot of the CSI reporting window (slot l) and the first/earliest of the N4 W2 matrices, and 
· the last slot of the CSI reporting window (slot l+WCSI–1) and the N4-thW2 matrix
· X=2 and
· The 1st CQI is associated with the first/earliest slot of the CSI reporting window (slot l) and the first/earliest of the N4 W2 matrices, and 
· The 2nd CQI is associated with the middle slot of the CSI reporting window (slot l+WCSI/2) and the (N4 /2)-thW2 matrix
· FFS: Whether/how to include CQI overhead reduction for X=2



Per agreements described above, 2 CQIs are agreed to report in one CSI reporting instance as an optional feature for the Rel-18 Type-II codebook refinement for high/medium velocities. In Rel-16 eType-II codebook, there is only one CQI reported in one CSI reporting instance. In addition, a 4-bit wideband CQI and 2-bit sub-band differential CQIs are utilized to quantify channel quantity. Considering that the range of variation between two time-domain(TD) CQIs is very small in Rel-18, the 2nd TD 4-bit wideband CQI is unnecessary to report. In this case, the 2nd TD sub-band differential CQIs can refer to 1st TD wideband CQI for reducing CQI overhead.
Proposal 1: For the Type-II codebook refinement for high/medium velocities, for CQI overhead reduction on X=2, we support the 2nd TD sub-band differential CQIs refers to 1st TD wideband CQI and omitting the 2nd TD 4-bit wideband CQI.
· One 4-bit wideband CQI and two 2-bit sub-band differential CQIs are reported in one sub-band and one CSI reporting instance for X=2
Regarding CQI location in legacy spec, the only one TD CQI is comprised in one CSI report, in which wideband CQI and sub-band differential CQIs with increasing order of sub-band number are mapping into CSI part 1. For X=2 in Rel-18, the 1st TD wideband CQI and sub-band differential CQI can be mapping into CSI part 1 and the 2nd TD sub-band differential CQI are mapping into CSI part 2, which is analogous to the case of rank > 4 for Type I. Therefore, CQI mapping order in one CSI report is shown as Table 1.
Table 1  CQIs mapping order in one CSI report for X=2
	CSI part 1
	1st TD wideband CQI

	
	1st TD sub-band differential CQI with increasing order of sub-band number

	CSI part 2
	2nd TD sub-band differential CQI with increasing order of sub-band number


Proposal 2: For the Type-II codebook refinement for high/medium velocities, for CQI location on X=2, we support that  the 1st TD wideband CQI and sub-band differential CQI can be mapping into CSI part 1 and the 2nd TD sub-band differential CQI are mapping into CSI part 2
· FFS: 2nd TD sub-band differential CQI is mapping into CSI part 2 group 0, group 1 or group 2
2.1.2 Bitmap design for W2 non-zero coefficients (NZCs)
In RAN1#112, the following agreement on the bitmap(s) for indicating the locations of the NZCs for high/medium UE velocities were reached.
	Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select one from the following alternatives (no later than RAN1#112bis-e): 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.
Nokia/NSB, Samsung, vivo, and ZTE raised concerns that, in their understanding, Alt3A violates previous agreements for “Q different two-dimensional bitmaps” and/or common DD basis selection across SD/FD basis pairs and hence, to some extent, objective 1 of the WID.



Regarding the bitmap(s) for indicating the locations of the NZCs, shown as the above agreement, we prefer Alt1. Regarding Alt 4, critical performance loss will be caused due to non-rectangular bitmap by omitting the coefficients of which distance to SCI is large. Furthermore, we do not observe a clear principle that, with the increase of distance from the strongest coefficient, the power of coefficient reduces. The simulation results are depicted in the following Figure 1, where #. of selected SD bases =4, #. of selected FD bases =13 and #. of selected DD bases =2.
[image: ]  [image: ]
Figure 1 Non-zero coefficients distribution in Alt4
In addition, we evaluate the performance on average UPT vs overhead between Alt1, Alt4_1 based on d=3 and Alt4_2 based on d=5 in Figure 2. Parameter combination is shown in Table2. There are some performance benefits in the case of low-overhead region in Figure 2. However, serious performance loss is observed in SLS on Alt4 both d=3 and d=5 in Figure 2 in high-overhead region. 
For Alt3A, we have the concerns that Alt3A may violate previous agreements for “Q different two-dimensional bitmaps”, to some extent. Then, we provide SLS simulation in Figure 2 with Alt3A_1 based on S = 0.5*MQ and Alt3A_2 based on S = 0.75*MQ. It is observed that, with sufficient small parameter (e.g., S =0.5*MQ) for reducing value of S, there are some performance benefits in the case of low CSI report overhead. However, with the increase of CSI report overhead (e.g., a high parameter combination), the performance degradation may be observed. As a way-forward suggestion as a compromise from us, Alt1 should be considered as a basic feature, and we may open to further consider Alt3A but under some restriction (e.g., for some given parameter combination only). Considering the spec impact and complexity, we prefer Alt1.
[image: ]
Figure 2 SLS results for UPT vs. CSI overhead 
Proposal 3: For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, we support Alt1.
· Then, we may open to further consider Alt3A but under some restriction
2.1.3 UCI omission
In RAN1#112, the following agreement on the UCI omission for high/medium UE velocities were reached.
	Agreement
On the Type-II codebook refinement for high/medium velocities, regarding UCI omission, down-select between the following three alternatives (by RAN1#112bis-e where q denotes the q-th DD basis vector):
· Alt1. Prio(,l,m,q)=2L. Q.RI.P(m)+Q.RI.l+Q.q 
· Note: This implies that DD basis is designated the highest priority
· Alt2. Prio(,l,m,q)=2L.S(q).RI.N3+2L.RI. P(m)+RI.l+
· Note: This implies that DD basis is designated the lower priority (after FD basis)
· FFS: S(q) maps the index q according to a rule
· Alt3. Prio(,l,m,q)=2L.RI.Mv.q + 2L.RI.P(m)+ RI.l +  
· Note: This implies that DD basis is designated the least priority
· Alt4. Prio(,l,m,q)=2L.P(m).RI.Q+2L.RI.S(q)+RI.l+
· Note: This implies that DD basis is designated with lower priority (after SD basis) and higher priority (before FD basis)
· FFS: S(q) maps the index q according to a rule
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m
q=0,…,Q-1


For eType-II codebook UCI omission, there is the related spec in 38.214.
	5.2.3  CSI reporting using PUSCH
[bookmark: _Hlk25262362]For Enhanced Type II reports, for a given CSI report , each reported element of indices   and , indexed by  and , is associated with a priority value , with  with , , and , and where  is defined in Clause 5.2.2.2.5. The element with the highest priority has the lowest associated value . 


Regarding Alt1, DD basis is designated the highest priority, which is an inappropriate method on UCI mapping and omission. In our opinion, the layers should be the highest priority. So we preclude Alt1 first. Between Alt2 and Alt3, the common ground is that the DD basis is designated the least priority. However, in Alt2, N3 is introduced, which implies that FD permutation P(m)  have to be same as Rel-16-analogous, means P(m) = π(m). For reducing the complexity on UCI mapping and omission in Rel-18, P(m) = m is sufficient. In this way, the smaller value Mv can be introduced, rather than N3. Therefore, Alt3 is preferable. Regarding Alt4, FD basis is designated the least priority. Furthermore, Q is introduced rather than N4, which implies that DD permutation S(q)  is not as Rel-16-analogous. Whether the FD permutation P(m) as Rel-16-analogous is FFS. We are open to Alt4.
Proposal 4: For the Type-II codebook refinement for high/medium velocities, regarding UCI omission, we prefer Alt3.
· It is sufficient that P(m) = m, rather than reusing Rel-16
· We are open to Alt4, if S(q)=q
2.1.4 Codebook subset restriction
For eType II codebook subset restriction (CBSR) configuration, there is the related spec in 38.214.
	5.2.2.2.5  Enhanced Type II Codebook
The bitmap parameter n1-n2-codebookSubsetRestriction-r16 forms the bit sequence  and configures the vector group indices  as in clause 5.2.2.2.3. 
Bits  indicate the maximum allowed average amplitude,  (), with , of the coefficients associated with the vector in group  indexed by , where the maximum amplitudes are given in Table 5.2.2.2.5-6 and the average coefficient amplitude is restricted as follows
	
for , and . A UE that does not report the parameter softAmpRestriction-r16 = 'supported' in its capability signaling is not expected to be configured with  or .
Table 5.2.2.2.5-6: Maximum allowed average coefficient amplitudes for restricted vectors
	Bit

	Maximum
Average Coefficient Amplitude 

	
	

	00
	0

	01
	

	10
	

	11
	1





For Rel-18, while supporting Doppler CSI in Q DD basis, the UE side can indicate the non-zero coefficient corresponding to each of DD basis. Then, for codebook subsection restriction, we identify the following two candidates 
· Option-1: A single CBSR across all Q DD basis
· In such case, the average coefficient amplitude is across Q DD basis, and then the number of  bits B = B1B2 remains.
· Option-2: Q CBSRs per DD basis
· In such case, the average coefficient amplitude is per DD basis, and then the number of bits B = B1B2 should be extension for Q DD basis.
· Due to DD basis-specific CBSR configuration, restriction vector groups are configured by RRC for Q DD basis.
Regarding Option-1, for each layer and each polarization, the average coefficient amplitude is determined based on wideband amplitude and sub-band amplitude across Q DD basis. In this case, the average coefficient amplitude is restricted as follows

   for l=1, ..., v, and p=0, 1
Regarding Option-2, for each layer, each polarization and each DD basis, the average coefficient amplitude is determined based on wideband amplitude and sub-band amplitude. In this case, the average coefficient amplitude is restricted as follows

 for l=1, ..., v, p=0, 1 and q=0,1, ..., Q-1
Moreover, the number of bits B=B1B2 should be extension for Q DD basis.
In Rel-16, the UE shall be configured with restrictions for 4 vector groups for the only one bitmap parameter. While in Rel-18, the UE can be configured with restrictions for different number of vector groups for the Q DD basis and soft or hard restriction is subject to UE capability.
Proposal 5: For the Type-II codebook refinement for high/medium velocities, Q CBSRs corresponding to Q DD basis should be supported as a starting point.
· Support of soft or hard restriction is subject to UE capability
2.1.5 CPU occupation
In Rel-16, for enhanced Type II codebook reports, OCPU=K, where K is the number of CSI-RS resources in the CSI-RS resource set for channel measurement. However, in Rel-18, time domain information is introduced in eType II codebook, apart from SD and FD information. As a result, more computational complexity should be considered for UE to predict and report CSI. Legacy CPU occupation method is not sufficient enough. For the Type-II codebook refinement for high/medium velocities, regarding periodic/semi-persistent CSI-RS, OCPU=X. In addition, regarding aperiodic CSI-RS, OCPU=func(K)*X, where X is a fixed value (i.e., 1) or subject to UE capability.
Proposal 6: For the Type-II codebook refinement for high/medium velocities, new CPU occupation method should be introduced for the additional complexity.
· Regarding periodic/semi-persistent CSI-RS, OCPU=X
· Regarding aperiodic CSI-RS, OCPU = func(K)*X
Note: X is a fixed value or subject to UE capability and K is the number of CSI-RS resources in the CSI-RS resource set for channel measurement
2.1.6 CMR and IMR configuration
In Rel-16, if K CSI-RS resource are configured in one resource set for channel measurement, K NZP-IMR and/or K ZP-IMR can be configured for interference measurement. However, for Rel-18, considering that time-domain correlation/Doppler-domain information is used for the CSI measurement and, in the case of aperiodic RS, K CSI-RSs share the same CSI-RS ports, CMR and IMR configuration can be further studied. In our view, at least for AP-CSI-RS, a single ZP-IMR and/or NZP-IMR seems sufficient, rather than having K NZP-CSI-RS resources.
Proposal 7: For the Type-II codebook refinement for high/medium velocities, the configuration rule of ZP-IMR and NZP-IMR should be studied in the cases of AP-CMR and P/SP-CMR.
2.1.7 Parameter combination
In RAN1#112, the following agreement on the parameter combinations for high/medium UE velocities were reached.
	Agreement
On the Type-II codebook refinement for high/medium velocities based on Rel-16 regular eType-II codebook (if supported), for the purpose of choosing the supported Parameter Combinations 
· Regarding the codebook parameter pv, in addition to the supported values from the legacy specification, introduce as additional candidate values
· pv =1/8 for v=1,2 (hence 1/16 for v=3,4)
· pv =1/2 for v=1,2,3,4 
· Regarding the codebook parameter , in addition to the supported values from the legacy specification, introduce as an additional candidate value = 1/8
Regarding the codebook parameter L, the supported values from the legacy specification apply 


Regarding parameter combination selection, in our views, the following criterion of CSI reporting overhead (based on our analysis on Section 4) should be considered as a starting point:
· The upper bound of bit overhead in Doppler CSI is ~2000 bits due to Q=2
As the above agreement shown, pv =1/8 for v=1,2 (hence 1/16 for v=3,4), pv =1/2 for v=1,2,3,4 and = 1/8 is considered in our SLS simulation, in addition to the supported values from the legacy specification. 
We provide our result as in Figure 3 based on Q different 2-dimensional bitmaps where each bitmap reuses the legacy design, i.e., Q individual bitmap. 
· In a given type of curve, different beta values correspond to respective points in the curve. 
· There are 45 parameter combinations shown in Table 2.

[image: ]
Figure 3 SLS results for UPT vs. CSI overhead from PC1 to PC45
Table 2 Parameter combination
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	1
	2
	1/8
	1/16
	1/8
	
	24
	4
	1/2 
	1/4 
	1/2 

	2
	2
	1/8
	1/16
	1/4
	
	25
	4
	1/2
	1/4 
	3/4 

	3
	2
	1/8
	1/16
	1/2
	
	26
	4
	1/2 
	1/2 
	1/8 

	4
	2
	1/4 
	1/8 
	1/8 
	
	27
	4
	1/2
	1/2
	1/4 

	5
	2
	1/4 
	1/8 
	1/4 
	
	28
	4
	1/2 
	1/2 
	1/2 

	6
	2
	1/4 
	1/8
	1/2 
	
	29
	4
	1/2
	1/2
	3/4 

	7
	2
	1/2 
	1/2 
	1/8 
	
	30
	6
	1/8
	1/16
	1/8

	8
	2
	1/2 
	1/2 
	1/4 
	
	31
	6
	1/8
	1/16
	1/4

	9
	2
	1/2 
	1/2
	1/2 
	
	32
	6
	1/8
	1/16
	1/2

	10
	4
	1/8
	1/16
	1/8 
	
	33
	6
	1/8
	1/16
	3/4

	11
	4
	1/8
	1/16
	1/4 
	
	34
	6
	1/4
	1/8
	1/8

	12
	4
	1/8
	1/16
	1/2 
	
	35
	6
	1/4
	1/8
	1/4

	13
	4
	1/8
	1/16
	3/4 
	
	36
	6
	1/4
	1/8
	1/2

	14
	4
	1/4 
	1/8
	1/8 
	
	37
	6
	1/4
	1/8
	3/4

	15
	4
	1/4 
	1/8
	1/4 
	
	38
	6
	1/4
	1/4
	1/8

	16
	4
	1/4 
	1/8
	1/2 
	
	39
	6
	1/4
	1/4
	1/4

	17
	4
	1/4 
	1/8
	3/4 
	
	40
	6
	1/4
	1/4
	1/2

	18
	4
	1/4 
	1/4 
	1/8 
	
	41
	6
	1/4
	1/4
	3/4

	19
	4
	1/4 
	1/4 
	1/4 
	
	42
	6
	1/2
	1/2
	1/8

	20
	4
	1/4 
	1/4 
	1/2 
	
	43
	6
	1/2
	1/2
	1/4

	21
	4
	1/4 
	1/4 
	3/4 
	
	44
	6
	1/2
	1/2
	1/2

	22
	4
	1/2 
	1/4 
	1/8 
	
	45
	6
	1/2
	1/2
	3/4

	23
	4
	1/2
	1/4 
	1/4 
	
	
	
	
	
	


We have the following best combination (for L= 2 and 4 cases, as a basic UE feature) from the perspective of average UPT vs. CSI overhead marked in red in Figure 3 and Table 2.
· ~250 bits, each of L=2, Pv = {1/8, 1/16}, = {1/8}.  
· ~300 bits, each of L=2, Pv = {1/8, 1/16}, = {1/4}. 
· ~400 bits, each of L=4, Pv = {1/8, 1/16}, = {1/8}. 
· ~500 bits, each of L=4, Pv = {1/8, 1/16}, = {1/4}. 
· ~800 bits, each of L=4, Pv = {1/4, 1/4}, = {1/4}. 
· ~1000 bits, each of L=4, Pv = {1/4, 1/4}, = {1/2}. 
· ~1300 bits, each of L=4, Pv = {1/4, 1/4}, = {3/4}. 
· ~2000 bits, each of L=4, Pv = {1/2, 1/2}, = {1/2}. 
Besides, considering that L=6 may be an optional UE feature, we have the following additional suggestion:
· ~1500 bits, each of L=6, Pv = {1/4, 1/4}, = {1/2}. 
· ~1900 bits, each of L=6, Pv = {1/4, 1/4}, = {3/4}. 
Proposal 8: Regarding parameter combination selection for the Type-II codebook refinement for high/medium velocities, the following entries should be supported.
	
	
	

	
	
	
	

	2
	1/8
	1/16
	1/8

	2
	1/8
	1/16
	1/4

	4
	1/8
	1/16
	1/8 

	4
	1/8
	1/16
	1/4 

	4
	1/4
	1/4
	1/4 

	4
	1/4
	1/4
	1/2 

	4
	1/4 
	1/4 
	3/4 

	4
	1/2 
	1/2 
	1/2 

	6
	1/4
	1/4
	1/2 

	6
	1/4 
	1/4 
	3/4 


2.2 TDCP report
[bookmark: OLE_LINK54]2.2.1 Configuration of Y and Dbasic
In RAN1#112 meeting, the following agreements were reached for TDCP reporting.
	Agreement
[bookmark: OLE_LINK55][bookmark: OLE_LINK56][bookmark: OLE_LINK53]For aiding gNB determination of codebook switching and SRS periodicity with the Rel-18 TRS -based TDCP reporting, support reporting quantized wideband normalized amplitude/phase of the time-domain correlation profile with Y≥1 delay(s) as follows:
· Basic feature: Y=1 with delay≤ Dbasic symbols, only wideband quantized normalized amplitude is reported
· FFS: Candidate values for delay
· Optional feature: Y=1 with delay>Dbasic symbols and Y≥1, wideband quantized normalized amplitude and phase for each delay are reported 
· For Y>1, the phase can be configured to be absent for all the Y delays
· TBD: Whether the value of Y is configurable or following the delays from the configured TRS resource
· TBD: Candidate value(s) for Y>1
· FFS: Value of Dbasic
Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the value of parameter Y for Y>1, down-select from the following alternatives:
· Alt1. The value of Y is gNB-configured via higher-layer (RRC) signaling
· Alt2. The value of Y follows the delays from the configured TRS resource
· Alt3. The value of Y is UE-selected and reported 
The value of Y is a UE capability


Among the three alternatives for configuring Y, Alt 1 is the most straightforward and simplest selection. If either Alt 2 or Alt 3 is adopted, we need to set a plurality of restrictions at UE side to ensure the proper selection of the value of Y. This certainly increases the spec complexity. 
Besides, since the purpose of reporting multiple amplitudes and phases of channel correlations is to compute Doppler spectrum/Doppler shift at gNB side, the Y≥1 delay value(s) should be {D, 2D, …, YD}. Based on the same reason, D should also be configured via higher-layer signaling.
Proposal 9: Both Y and D should be configured by gNB via higher-layer (RRC) signaling.
Regarding the candidate value(s) of Y and Dbasic:
· [bookmark: OLE_LINK50]When Y = 1 amplitude of channel correlation is reported, a lot of simulations have shown that a typical selection of the delay for both the use cases is 5 slots. Therefore, for the basic feature of TDCP reporting, Dbasic should be set as 5 slots.
· [bookmark: OLE_LINK51]When Y > 1 amplitudes and phases of channel correlations are reported, gNB will apply FFT to compute the Doppler spectrum or Doppler shifts. From implementation perspective, the FFT length is expected to set as {2, 4, 8, ...}. Since the channel correlation corresponding to zero delay is equal to 1 and do not need reported, for the optional feature of TDCP reporting, candidate values of Y should be {1, 3, 7, ...}. However, considering the limited buffering capability of UE and implementation complexity, candidate values above 7 are unrealistic for Y.
[bookmark: OLE_LINK60]Proposal 10: For the basic feature, Dbasic should be set as 5 slots; for the optional feature, candidate values of Y should be {1, 3, 7}.
2.2.2 Amplitude and phase quantization
As fore-mentioned in section 2.2.1, it was agreed to report Y≥1 quantized normalized amplitude(s) and phase(s) of channel correlation(s) as TDCP. Obviously, performance of the use cases of SRS periodicity determination and codebook switching strongly depend on the quantization schemes of amplitude and phase.
For the basic feature, where Y = 1 amplitude is reported, the amplitude quantization scheme is the sole factor affecting the use case performance. While for the optional feature, when Y > 1 amplitudes and phases are reported, the phase quantization scheme becomes the dominant factor affecting the use case performance, because the estimation accuracy of Doppler spectrum / Doppler shift at gNB side is mainly determined by the phase accuracy. Therefore, our discussion on the quantization schemes of amplitude and phase will base on the basic feature with Y = 1 and the optional feature with Y > 1, respectively.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]When Y = 1 normalized amplitude is reported, according to early simulation results provided by a plurality of companies, the threshold(s) should be set around 1 (e.g., 0.98) for both use cases. Therefore, the quantization granularity should be set finer around 1 and coarser around 0. Therefore, it is inappropriate to straightforward reuse the Rel-16 eType-II quantization levels q, for which the quantization granularity is set finer around 0 and coarser around 1. Instead, one may consider to use quantization levels of  or . We note that for  or , the quantization granularity exponentially varies with the amplitude indicator k. From another perspective, we may consider to set the quantization granularity linearly varying with the amplitude indicator k.
Based on above, we consider three candidate amplitude quantization schemes in our contribution:
(1) 
(2) 
(3) 1
where the quantization granularity of  linearly decreases as k increases. Specified quantization levels for , , and  with quantization bitwidth n = 3, 4, 5 are listed in Table 3 and Table 4.
[bookmark: OLE_LINK41][bookmark: OLE_LINK13]Table 3 Specified quantization levels with quantization bitwidth n = 3, 4
	k
	n = 3
	n = 4

	
	q1
	q2
	q3
	q1
	q2
	q3

	[bookmark: _Hlk131367681]0
	0.5000
	0.2929
	0.2344
	0.2929
	0.1591
	0.1211

	1
	0.7500
	0.5000
	0.4375
	0.5000
	0.2929
	0.2344

	2
	0.8750
	0.6464
	0.6094
	0.6464
	0.4054
	0.3398

	3
	0.9375
	0.7500
	0.7500
	0.7500
	0.5000
	0.4375

	4
	0.9688
	0.8232
	0.8594
	0.8232
	0.5796
	0.5273

	5
	0.9844
	0.8750
	0.9375
	0.8750
	0.6464
	0.6094

	6
	0.9922
	0.9116
	0.9844
	0.9116
	0.7027
	0.6836

	7
	1.0000
	1.0000
	1.0000
	0.9375
	0.7500
	0.7500

	8
	
	
	
	0.9558
	0.7898
	0.8086

	9
	
	
	
	0.9688
	0.8232
	0.8594

	10
	
	
	
	0.9779
	0.8513
	0.9023

	11
	
	
	
	0.9844
	0.8750
	0.9375

	12
	
	
	
	0.9890
	0.8949
	0.9648

	13
	
	
	
	0.9922
	0.9116
	0.9844

	14
	
	
	
	0.9945
	0.9257
	0.9961

	15
	
	
	
	1.0000
	1.0000
	1.0000


[bookmark: OLE_LINK5]Table 4 Specified quantization levels with quantization bitwidth n = 5
	k
	n = 5
	k
	n = 5

	
	q1
	q2
	q3
	
	q1
	q2
	q3

	0
	0.1591
	0.0830
	0.0615
	16
	0.9474
	0.7707
	0.7803

	1
	0.2929
	0.1591
	0.1211
	17
	0.9558
	0.7898
	0.8086

	2
	0.4054
	0.2289
	0.1787
	18
	0.9628
	0.8072
	0.8350

	3
	0.5000
	0.2929
	0.2344
	19
	0.9688
	0.8232
	0.8594

	4
	0.5796
	0.3516
	0.2881
	20
	0.9737
	0.8379
	0.8818

	5
	0.6464
	0.4054
	0.3398
	21
	0.9779
	0.8513
	0.9023

	6
	0.7027
	0.4547
	0.3896
	22
	0.9814
	0.8637
	0.9209

	7
	0.7500
	0.5000
	0.4375
	23
	0.9844
	0.8750
	0.9375

	8
	0.7898
	0.5415
	0.4834
	24
	0.9869
	0.8854
	0.9521

	9
	0.8232
	0.5796
	0.5273
	25
	0.9890
	0.8949
	0.9648

	10
	0.8513
	0.6144
	0.5693
	26
	0.9907
	0.9036
	0.9756

	11
	0.8750
	0.6464
	0.6094
	27
	0.9922
	0.9116
	0.9844

	12
	0.8949
	0.6758
	0.6475
	28
	0.9934
	0.9189
	0.9912

	13
	0.9116
	0.7027
	0.6836
	29
	0.9945
	0.9257
	0.9961

	14
	0.9257
	0.7274
	0.7178
	30
	0.9954
	0.9318
	0.9990

	15
	0.9375
	0.7500
	0.7500
	31
	1.0000
	1.0000
	1.0000


Performance of these three amplitude quantization schemes were evaluated in the use case of SRS periodicity determination, where Y = 1 normalized amplitude of channel correlation corresponding to a delay of 5 slots is reported. Figure 4 shows the threshold setting for SRS periodicity determination. Figure 5 shows DL throughput results obtained from LLS with the bitwidth set as n = 3, 4, and 5.
[image: ]
Figure 4 Threshold setting for SRS periodicity determination
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(a)
[image: ]     [image: ]
[bookmark: OLE_LINK34][bookmark: OLE_LINK35](b)                                                                                      (c)
Figure 5 DL throughput results with bitwidth (a) n = 3, (b) n = 4, and (c) n = 5
[bookmark: OLE_LINK36]It is observed that  outperforms  and  with higher DL throughput. Besides, there is no significant performance improvement when the bitwidth increases from 4 to 5.
Observation 1: Amplitude quantization scheme  outperforms  and  with higher DL throughput in the use case of SRS periodicity determination.
Proposal 11: Use  with a bitwidth of n = 4 to quantize the normalized amplitude of TDCP.
Regarding the quantization of phase, it is expected to set finer granularity for the phases corresponding to smaller delays under slow-speed scenarios, because:
· In the applications of TDCP, both the behavior of changing SRS periodicity and switching codebooks happen under slow-speed scenarios. For the use case of SRS periodicity determination, the minimum SRS periodicity (10 slots) is adopted at speeds above 30 km/h, i.e., changing SRS periodicity happens at speeds below 30 km/h. For the use case of codebook switching, the switching point happens at 10 km/h around.
· Due to phase consistency problem at UE side, phases corresponding to smaller delays have better accuracy, hence should be more precisely indicated.
[bookmark: OLE_LINK26][bookmark: OLE_LINK16][bookmark: OLE_LINK17]However, the phases corresponding to smaller delays under slow-speed scenarios could be around 0 or 2, depending on the direction of UE velocity. That is, if the angle between the strongest channel path and the UE velocity is smaller than , the phases will be around 0; otherwise, the phases will be around 2. Consequently, there could be two candidate quantization alphabets. For one alphabet, the quantization granularity is set finer around 0 and coarser at 2. For the other alphabet, the distribution of quantization granularity is contrary. Thereby, UE can select one alphabet to quantize the phase, and then report the phase indicator and the alphabet indicator to gNB.
In our contribution, we consider three phase quantization schemes:
(0) 
(1) 
(2) 
[bookmark: OLE_LINK25][bookmark: OLE_LINK44]where q denotes the quantization level used for eType-II codebook in Rel-16. For , the granularity is set uniform. For  and , there are two candidate quantization alphabets corresponding to “mode = 0” and “mode = 1”, respectively, where “mode” stands for “quantization mode” and is a 1-bit alphabet indicator. With “mode = 0”, the granularity is set finer around 0; with “mode = 1”, the granularity is set finer around 2.
Specified quantization levels of  and  with bitwidth n = 3 and 4 are listed in Table 5.
Table 5 Specified quantization levels with quantization bitwidth n = 3, 4
(the quantization levels are normalized by 2)
	l
	Bitwidth = 3
	Bitwidth = 4

	[bookmark: _Hlk131366570]
	q1
mode=0
	q1
mode=1
	q2
mode=0
	q2
mode=1
	q1
mode=0
	q1
mode=1
	q2
mode=0
	q2
mode=1

	[bookmark: _Hlk131367724]0
	0.5000
	0.5000
	0.2929
	0.7071
	0.2929
	0.7071
	0.1591
	0.8409

	1
	0.7500
	0.2500
	0.5000
	0.5000
	0.5000
	0.3536
	0.2929
	0.7071

	2
	0.8750
	0.1250
	0.6464
	0.3536
	0.6464
	0.5000
	0.4054
	0.5946

	3
	0.9375
	0.0625
	0.7500
	0.2500
	0.7500
	0.2500
	0.5000
	0.5000

	4
	0.9688
	0.0312
	0.8232
	0.1768
	0.8232
	0.1768
	0.5796
	0.4204

	5
	0.9844
	0.0156
	0.8750
	0.1250
	0.8750
	0.1250
	0.6464
	0.3536

	6
	0.9922
	0.0078
	0.9116
	0.0884
	0.9116
	0.0884
	0.7027
	0.2973

	7
	1.0000
	0
	1.0000
	0
	0.9375
	0.0625
	0.7500
	0.2500

	8
	
	
	
	
	0.9558
	0.0442
	0.7898
	0.2102

	9
	
	
	
	
	0.9688
	0.0312
	0.8232
	0.1768

	10
	
	
	
	
	0.9779
	0.0221
	0.8513
	0.1487

	11
	
	
	
	
	0.9844
	0.0156
	0.8750
	0.1250

	12
	
	
	
	
	0.9890
	0.0110
	0.8949
	0.1051

	13
	
	
	
	
	0.9922
	0.0078
	0.9116
	0.0884

	14
	
	
	
	
	0.9945
	0.0055
	0.9257
	0.0743

	15
	
	
	
	
	1.0000
	0
	1.0000
	0


[bookmark: OLE_LINK23][bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: OLE_LINK42]We evaluated the three phase quantization schemes in the use case of SRS periodicity determination. In the LLS, UE reports Y = 7 amplitudes and phases of channel correlations corresponding to delays {5, 10, …., 5Y}; gNB computes the Doppler spectrum and extracts two Doppler shifts corresponding to strong peaks from the Doppler spectrum. Difference of the two Doppler shifts is used to determine the periodicity of SRS. Figure 6 shows the threshold setting for SRS periodicity determination. Figure 7 shows the throughput results with bitwidth n = 3 and 4 when the quantization mode is matched and the quantization mode is mismatched. Note that, for , , and , the bit number used to quantize the phase is aligned. Since  and  use one extra bit to indicate the adopted quantization alphabet, they use one less bit to indicate the quantized phase. For instance, with n = 3,  and  use 3 bits to indicate the quantized phase and 1 bit to indicate the adopted quantization alphabet,  use 4 bits to indicate the quantized phase.
[image: ]
Figure 6 Thresholds setting for SRS periodicity determination
[image: ]7.3[image: ]
(a)                                                                                      (b)
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(c)                                                                                      (d)
[bookmark: OLE_LINK31][bookmark: OLE_LINK30][bookmark: OLE_LINK33][bookmark: OLE_LINK32]Figure 7 LLS DL throughput with (a) n = 3 and mode matched, (b) n = 4 and mode matched,  (c) n = 3 and mode mismatched, and (d) n = 4 and mode mismatched
[bookmark: OLE_LINK43]From Figure 7, when the quantization mode is matched, both  and  outperforms  with higher DL throughput. Besides, no significant performance improvement is observed when the bitwidth n is increased from 3 to 4.
Accordingly, we have the following observation and proposal:
Observation 2: Phase quantization scheme q1 outperforms q0 and q2 with higher throughput in the use case of SRS periodicity determination.
[bookmark: OLE_LINK37]Proposal 12: Use q1 with a bitwidth of n = 3 to quantize the phase of TDCP.
2.2.3 TRS configuration for TDCP measurement
Regarding TRS configuration for TDCP measurement, the following agreement was reached at RAN1#112 meeting.
	Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, by RAN1#112bis-e, decide between the following alternatives:
· Alt1. Fully reuse legacy TRS 
· Alt2. Study enhancements on TRS (e.g. periodicities)
Note. If there is no consensus on Alt2, Alt1 is the default outcome


Legacy TRS can be fully used for TDCP measurement, and the configuration of TRS is dependent on the value of Y and the value of the corresponding Y delays:
· [bookmark: OLE_LINK38]When UE is expected to report Y = 1 amplitude (and phase) of channel correlation corresponding to an intra-TRS-burst delay (e.g., 4 slots or 1 symbol), we can configure one AP TRS or one P TRS for TRS measurement. Under this scenario, the channel correlation is computed using one pair of TRS occasions within a TRS burst.
[image: ]                 [image: ]
(a)                                                                                  (b)
[bookmark: OLE_LINK39]Figure 8 TRS for TDCP measurement when UE is expected to report Y = 1 amplitude (and phase) of channel correlation corresponding to an intra-TRS-burst delay: (a) one AP TRS (b) one P TRS
· [bookmark: OLE_LINK40]When UE is expected to report Y = 1 amplitude (and phase) of channel correlation corresponding to an inter-TRS-burst delay (typically, the delay is smaller than the minimum periodicity of TRS, e.g., 5 slots), we can configure two AP TRSs or one P TRS and one AP TRS for TDCP measurement, as illustrated by Figure 9. If two AP TRSs are configured, the channel correlation is computed using one TRS occasion from each periodic TRS, and the corresponding delay is equal to the time offset between the two AP TRS. If one P TRS and one AP TRS are configured for TDCP measurement, the channel correlation is computed using one TRS occasion from the P TRS and one TRS occasion from the AP TRS, and the corresponding delay is equal to the time offset between a burst of the P TRS and the burst of the AP TRS.
[image: ]            [image: ]
[bookmark: OLE_LINK47][bookmark: OLE_LINK45](a)                                                                                  (b)
Figure 9 TRS for TDCP measurement when UE is expected to report Y = 1 amplitude (and phase) of channel correlation corresponding to an inter-TRS-burst delay
· [bookmark: OLE_LINK46][bookmark: OLE_LINK48]When UE is expected to report Y > 1 amplitude (and phase) of channel correlation corresponding to delays {D, 2D, ..., YD} (typically, D is smaller than the minimum periodicity of TRS, e.g., 5 slots), we can configure multiple P TRSs with a same periodicity but different time offsets. As an illustration, in Figure 10, two P TRSs with a same periodicity of 10 slots and a relative time offset of 5 slots are configured for TDCP measurement. Thereby, the channel correlations corresponding to delays {5 slots, 10 slots, ..., 5Y slots} can be measured based on the equally spaced TRS bursts.
               [image: ]
Figure 10 TRS for TDCP measurement when UE is expected to report Y > 1 amplitude (and phase) of channel correlation corresponding to delays {D, 2D, ..., YD}
Proposal 13: Reuse one or multiple legacy TRS(s) for TDCP measurement.
2.2.4 Priority and CPU occupation of TDCP report
[bookmark: OLE_LINK49]In RAN1#112 meeting, the following agreement about the priority setting of TDCP report was reached.
	Agreement
For the Rel-18 TRS-based TDCP reporting, the priority of the CSI report(s) associated with TDCP reporting is down-selected from the following alternatives:
· Alt1. Lower than other CSI reports 
· Alt2. Same as CSI report(s) not carrying L1-RSRP or L1-SINR
· Alt3. Higher than other CSI reports
· Other alternatives are not precluded


It is known that, TDCP is a CSI aiming to improve system performance, e.g., aiding gNB to determine SRS periodicity and codebook switching. In another word, TDCP is not an urgent parameter for guaranteeing system operation. Hence, the priority of TDCP reporting should be lower than other CSI reports.
Proposal 14: Support Alt1, i.e., the priority of TDCP report should be lower than other CSI reports.
Furthermore, it is noted that the measurement of TDCP differs a lot from legacy CSI. Legacy CSI is usually measured base on one occasion of RS. While TDCP is measured based on at least Y+1 occasions of RS, and these occasions of RS distribute within a period of time. As a result, TDCP costs more buffering and processing resources at UE side. This means the timeline and CPU occupation rules for TDCP measurement and reporting should be refined.
Observation 3: TDCP costs more buffering and processing resources at UE side than legacy CSI.
Proposal 15: Timeline and CPU occupation rules for TDCP measurement and reporting should be further studied.
3 CSI enhancement for CJT
The following agreement about CJT codebook structure were reached in RAN1#110. Based on the agreed architecture, the SD basis selection, FD basis selection and W2 quantification should be considered. We provide our view about above issues respectively in the following sections
	Agreement
For the Rel-18 Type-II codebook for CJT mTRP, support the following two modes:
· Mode 1: Per-TRP/TRP-group SD/FD basis selection which allows independent FD basis selection across N TRPs / TRP groups. Example formulation (N = number of TRPs or TRP groups): 

· Mode 2: Per-TRP/TRP group (port-group or resource) SD basis selection and joint/common (across N TRPs) FD basis selection. Example formulation (N = number of TRPs or TRP groups):

· Striving for the two modes to share commonality in detailed designs such as parameter combinations, basis selection, TRP (group) selection, reference amplitude, W2 quantization schemes.
· FFS: Depending on the decision on SCI design, whether additional per-TRP/TRP-group amplitude scaling and/or co-phase is needed or not, and whether they are a part of W2s


3.1 SD basis
Regarding SD basis report, the following agreements were reached in RAN1#111. 
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, for a configured value of NTRP, a set of NL combinations of values for {L1, ..., LNTRP} is gNB-configured via higher-layer (RRC) signaling
· When NL>1, the selected combination of values for {L1, ..., LNTRP} is reported in CSI part 1 using an indicator, selected from the NL configured combinations
· NL =1 is one of the supported candidate values 
· FFS: Other supported value(s) of NL, and its respective UE capability
· FFS: The supported combinations of values for {L1, ..., LNTRP}
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = 2*N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and 
· for Rel-17-based refinement, the gNB configures a set of N_L combinations for {alpha1, ..., alphaNTRP}   where  
FFS: Whether the set of NL combinations of values for {L1, ..., LNTRP} can be implicitly derived
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


Regarding configuring NL combinations of values for {L1, ..., LNTRP}, for a given of Ltot of summing a given set of {Ln}, we may combine the impact of the number of TRPs and number of {Ln} for each TRP together. Based on our evaluation, a larger value {Pv, Beta} may be suitable for a larger {Ln}, but considering the range of number of TRPs (from 1 to 4), it may introduce the combinations of {Ltot, pv, }, which are quite complicated. Since that, we suggest to provide the individual configuration of {L1, ..., LNTRP} and {pv, }. The linking between {Ln} and {Pv, Beta} is up to gNB configuration.
Then, regarding the supported combination of values for {L1, ..., LNTRP}, based on the above agreement, we have clear agreement that the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, should be supported. So, based on our evaluation, we do not identify the necessity of reverting the agreement of having all three candidate values of {2,4,6}. Then, due to supporting of UE-side TRP selection (from 1 to 4 TRPs), the following Table 6 can be considered as a starting point. 
Table 6 An example for a set of NL combinations of values for {L1, ..., LNTRP}
	SD-basis comb. index
	
	 (if reported)
	 (if reported)
	 (if reported)

	1
	
	
	
	

	2
	
	
	
	


Finally, regarding UE capability, besides for supported value(s) of NL, in our views, the most essential factor of impacting UE complexity is relevant to the maximum number of selected SD bases across CSI-RS resource(s), that is, the maximum number of summing {L1, L2, …, LN} (rather than {L1, L2, …, LNTRP}) in a parameter combination, and based on the above parameter, gNB can select the corresponding list of {L1, ..., LNTRP} when enabling or disabling the UE-assisted TRP selection.  
Proposal 16: Regarding SD basis selection the  on Type-II codebook refinement for CJT mTRP, the following should be supported.
· Separate configuration of {pv, } and a list of parameter combination candidates {L1, ..., LNTRP},
· Besides for supported value of NL, the maximum number of selected SD bases across the selected CSI-RS resource(s) can be considered as UE capabilities.
3.2 FD basis
For reporting FD basis, there are the following agreements reached in RAN1#112. 
	Agreement
On the Type-II codebook refinement for CJT mTRP, for mode-1, down select (in RAN1#112) only one from the following schemes
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources 
· Alt2.  independently selected across N CSI-RS resources (without any per-CSI-RS-resource FD basis selection offset)
For all the above alternatives, the legacy FD basis selection indication scheme is applied on each selected FD basis.
Note: Per previous agreements, the number of selected FD basis vectors (Mv/pv or M) is gNB-configured via higher-layer signaling and common across the N CSI-RS resources


Due to the channel variation for each of serving TRPs, per-resource FD basis selection seems much reasonable. It is clear that we may have different/individual delay profiles corresponds to respective TRPs. If going with Alt1, we may have to consider more FD bases (i.e., a larger Mv) to be selected, and the report overhead increases significantly. 
From the transmission performance perspective, we have the following evaluation results as shown in Figure 11. Then, we have the following observation: 
· In the case of TRP-common q3 for both, the average and cell-edge UPT gains of Alt2 over Alt1 can be observed while considering report overhead. 
· While introducing TRP-specific q3 (fractional) for Alt1, there are some performance gains and then performance gap over Alt2 can be reduced. 
Therefore, we support to report relative offset of reference FD basis per TRP with respect to a reference TRP, and then the window of FD basis is reported per TRP group. Finally, we are open to further consider to indicate TRP-specific oversampling factor for FD bases in CSI report, in order to further handle a large delay difference for different TRP(s).
[image: ]
Figure 11 UPT comparison for Alt1 and Alt2 in FD basis selection:  3-TRP, {LN, pv, } = {2, 1/4, 1/2} (i.e., PC2), {4, 1/4, 1/2} (i.e., PC4), {4, 1/2, 1/2} (i.e., PC6)
Proposal 17: For mode-1, on Type-II codebook refinement for CJT mTRP, we have the following preference:
· 1st preference: support Alt-2.
· 2nd preference: support Alt-1 with fractional TRP-specific q3 (O3 = 4 as a starting point).
· Otherwise, we may have to narrow down mode-1.
3.3 W2 design 
Regarding W2 design in CSI codebook, the following agreements were reached in RAN1#111.
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group, for each layer:
· Support the following: (Alt1) One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table enhancement
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· If the support Alt3 in addition to Alt1 is confirmed, only one of the two schemes will be a basic feature for UEs supporting Rel-18 Type-II CJT codebook
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, reuse the legacy design. This implies that the size of the bitmap for selected CSI-RS resource n (Bn) is,  
· FFS: additional mechanism to reduce bitmap overhead for larger N values, e.g. including via Parameter Combination 

Agreement
On the W2 coefficient quantization scheme for the Type-II codebook refinement for CJT mTRP, for N=3 and N=4, just as N=2, reuse the following components of the legacy Rel-16/17 per-coefficient quantization scheme: 
· Alphabets for amplitude and phase
· Quantization of phase and quantization of differential amplitude relative to a reference, reference amplitude (with SCI determining the location of one reference amplitude), where the reference is defined for each layer and each “group” of coefficients 


Regarding above WA, we provide our SLS simulation results on performance comparison of Alt 1 and Alt 3. Evaluation results can be found in Figure 11. The value of paramCombination-r16 of the four overhead cases equal to value of being 5, 7, 8 and 6 from left to right, respectively, in Figure 12. We observe that 0.2%~1.2% average UPT gain and 2.2%~12.1% cell-edge UE gain can be achieved using Alt 3 compared with Alt1. In principal, we have the following analysis:
· Alt3 can provide a more appropriate amplitude reference for each TRP, and as a consequence, under a given K0, both accuracy and the number of available NZC(s) can be increased clearly. 
· On the other case, although Alt1 is to provide polarization-specific reference for NZC amplitude, we may have the opposite observation for dual polarization for different TRP(s). 
· For instance, for the strongest TRP, NZC corresponding to +45-degrees polarization may have a strongest amplitude compared with -45 degree, but for other TRPs, NZC amplitude compared with -45 degree polarization may be stronger. It means that, if using Alt1, the quantization error may be much more severe than legacy case of single TRP.  
Regarding the SCI, the SCI both for Alt 1 and Alt 3 should include the strongest TRP index of global strongest coefficient.
Proposal 18: Regarding W2 quantification on Type-II codebook refinement for CJT mTRP, the following WA is confirmed with the following modification
· Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
[image: ] [image: ]
Figure 12 UPT comparison between Alt 1 and Alt 3: average and cell-edge UPT
3.4 CSI-omission
Regarding CSI-omission in CSI codebook, there are following agreements reached in RAN1#112.
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, down-select between the following three alternatives (by RAN1#112-bis where n denotes the n-th CSI-RS resource):
· Alt1. Prio(,l,m,n)=() .N.RI.P(m)+N.RI.l(n)+N.n 
· Note: This implies that CSI-RS resource is designated the highest priority
· Alt2. Prio(,l,m,n)=2L’.Qn).RI.N3+2L’.RI. P(m)+RI.l(n)+
· Note: This implies that CSI-RS resource is designated the lowest priority (after FD basis)
· Note: L’ denotes the max value of Ln from all selected N CSI-RS resources
· FFS: Q(n) maps the index n according to a rule, e.g., Q(n)=n, or Q(n)=0 if n corresponds to strongest TRP/SCI.
· Alt3. Replace SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m 


While supporting CJT CSI in mTRP, the UE side can indicate the NZ coefficient W2 corresponding to each of selected CSI-RS. 
· In our understanding, once the information of a TRP is dropped as suggested in Alt2, it is natural for gNB to release one TRP for serving other UEs. We observe the clear performance benefits compared with Alt1/3 (that are almost the same due to that the omission is handled by significant-dominant parameter). 
· After that, for CSI-omission, it only occurs just before PUSCH transmission (handling UCI payload(s)). When performing TRP selection, UE may not have any ideas about CSI omission. That means that dynamic TRP selection can NOT be used to address/avoid CSI omission. 
· Then, for details, we do not think the legacy function of P(n) may not be needed (although we do not have strong preference).
Based on the above analysis, we provide our evaluation results as in Figure 13. In such case, for Alt2, Q(n) maps the index n according to a rule, where Q(n)=0 if n corresponds to the strongest TRP/SCI, and then for rest, it can be simplified as: Q(n)=n+1. 
· That can be observed that, if going with Alt-2, n (n-th CSI-RS resource) should be taken as the most significant parameter (after FD basis), that is, fall-back to less co-ordinated TRP(s). That is beneficial for releasing some TRPs for serving other UEs, which is the reason why we observe some performance benefits for that.  
[image: ]
Figure 13 UPT comparison for Alt1 and Alt2 in CSI-omission, {LN, pv, b} = {4, 1/2, 1/2} (i.e., Case-1), {4, 1/4, 1/2} (i.e., Case-2), {4, 1/8, 1/2} (i.e., Case-3)
Proposal 19: Regarding CSI omission on Type-II codebook refinement for CJT mTRP, the following should be supported.
· Alt2. Prio(λ,l,m,n)=2L’.Q(n).RI.N3+2L’.RI. P(m)+RI.l(n)+ λ 
· Note: Q(n) maps the index n according to a rule, where Q(n)=0 if n corresponds to strongest TRP/SCI, and then for rest, Q(n)=n+1. 
3.5 Codebook subset restriction
For e-Type II codebook subset restriction (CBSR) configuration, the related specification is in 38.214.
	5.2.2.2.5  Enhanced Type II Codebook
The bitmap parameter n1-n2‑codebookSubsetRestriction-r16 forms the bit sequence  and configures the vector group indices  as in clause 5.2.2.2.3. 
Bits  indicate the maximum allowed average amplitude,  (), with , of the coefficients associated with the vector in group  indexed by , where the maximum amplitudes are given in Table 5.2.2.2.5-6 and the average coefficient amplitude is restricted as follows
	
for , and . 
Table 5.2.2.2.5-6: Maximum allowed average coefficient amplitudes for restricted vectors
	[bookmark: MCCQCTEMPBM_00000103]Bit

	Maximum
Average Coefficient Amplitude 

	
	

	00
	0

	01
	

	10
	

	11
	1





For Rel-18, while supporting CJT CSI in mTRP, the UE side can indicate the NZ coefficient W2 corresponding to each of selected CSI-RS. Then, for codebook subsection restriction, we identify the following two candidates,
· Option-1: A single CBSR across all N TRPs
· In such case, the average coefficient amplitude is across N TRPs, and then the number of bits B = B1B2 remains.
·   Option-2: N CBSRs per TRP
· In such case, the average coefficient amplitude is per TRP, and then the number of bits B = B1B2 should be extension for N TRPs.
· Due to TRP-specific CBSR configuration, restriction vector groups are configured by RRC for N TRPs.
Regarding Option-1, for each layer and each polarization, the average coefficient amplitude is determined based on wideband amplitude and subband amplitude across N TRPs. In this case, the average coefficient amplitude is restricted as follows.

   for l=1, ..., v, and p=0, 1
Regarding Option-2, for each layer, each polarization and each TRP, the average coefficient amplitude is determined based on wideband amplitude and subband amplitude. In this case, the average coefficient amplitude is restricted as follows.

 for l=1, ..., v, p=0, 1 and n=0,1...NTRP-1
Moreover, the number of bits B=B1B2 should be extension for N TRPs.
In Rel-16, the UE shall be configured with restrictions for 4 vector groups for the only one bitmap parameter. While in Rel-18, the UE can be configured with restrictions for different number of vector groups for the N TRPs.
Proposal 20: Regarding CBSR on the Type-II codebook refinement for CJT mTRP, N CBSRs corresponding to N TRPs should be supported as a starting point.
3.6 Power offset of CSI-RS and PDSCH
To get the CJT PMI and CQI, the power offset of CSI-RS and PDSCH should be considered. Considering different TRP has different power boosting of CSI-RS and different MU scheduling scheme, the CJT PMI, CQI should be based on N power offsets between CSI-RS and PDSCH. Each of the N power offsets corresponds to one of N TRPs and is power ratio between one CSI-RS resource and PDSCH corresponding to the ports of the one CSI-RS resource. 
Proposal 21: For calculating CJT PMI, CQI and RI, the UE assumes the PDSCH signals transmitted on the  antenna ports of each of N CSI-RS resources would have a ratio of EPRE to CSI-RS EPRE equal to the powerControlOffset of the respective CSI-RS resource, for . 
3.7 Parameter combination
Regarding parameter combination, there are following agreements reached in RAN1#111.
	Conclusion 
On the Parameter Combination of Type-II codebook refinement for CJT mTRP, there is no consensus on adding a new (not previously agreed) codebook parameter, as well as replacing the legacy parameter L with a new (not previously agreed) parameter.
· Note: Since dynamic {Ln} selection was agreed, this implies that the list of supported {Ln} combinations will be discussed separately from the list of supported {pv,} combinations
· FFS: Whether/how the list of supported {Ln} combinations can be linked with the list of supported {pv,} combinations without introducing a new (not previously agreed) codebook parameter, e.g. via some UE capability 

Agreement
On the Type-II codebook refinement for CJT mTRP, only support NL ={2,4} as additional candidate values to NL=1.
· FFS: Additional restriction(s) depending on the configured value for NTRP

Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {Ln} for the higher-layer-configured value of NTRP (FFS by RAN1#112: whether the bracketed permutations are also supported):
· FFS by RAN1#112: whether other combinations can be supported
FFS (by RAN1#112bis-e): Whether/how the supported combinations of {n} for Rel-17-based refinement are derived from the supported combinations of {Ln} for Rel-16-based refinement 
FFS: Whether the total number of Ln is a UE capability
	[bookmark: _Hlk128062296]NTRP
	{Ln} combination

	[bookmark: _Hlk128062270]1
	{2}

	
	{4}

	
	{6} (analogous to legacy, only for total # ports =32, rank 1-2, R=1

	2
	{2,2}

	
	{2,4}, [{4,2}]

	
	{4,4}

	3
	{2,2,2}

	
	{2,2,4} [and its other permutations]

	
	{4,4,4}

	4
	{2,2,2,2}

	
	{2,2,2,4} [and its other permutations]

	
	{2,2,4,4} [and its other permutations]

	
	{4,4,4,4}



Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {pv,} from where the value of {pv,} is gNB-configured via higher-layer (RRC) signaling:
· FFS by RAN1#112: whether other combinations can be supported
FFS (by RAN1#112bis-e): Whether/how the supported combinations of {M} for Rel-17-based refinement are derived from the supported combinations of {pv ,} for Rel-16-based refinement 
	[bookmark: _Hlk128065209]pv for layers 1-4
	
	Condition(s) 

	{1/8, 1/8, 1/16, 1/16}
 
	¼ 
	--

	
	½ 
	--

	{1/4, 1/4, 1/8, 1/8}
	¼ (*)
	--

	
	½ (*)
	--

	{1/4, 1/4, 1/4, 1/4}
	¾ (*) 
	--

	{1/2, 1/2, 1/2, 1/2}
	½ 
	- Only applicable when NTRP≤3 and NL=1
- Optional


(*) Supported by legacy Rel-16 


Regarding parameter combination selection, in our views, the following criterion should be considered:
· Upper bound of UPT performance in CJT-mTRP should also be considered for commercial promotion, besides for UPT vs overhead.
· Separate configuration of {Ln} and {Pv, Beta}, due to unclear relationship between Ltot, Pv, Beta due to a large range of NTRP (e.g., from 1 to 4).
· No strong preference for the cases of unequal distribution of Ln (e.g., (4,2,2)) for different SD combo
Then, based on the agreement in RAN1#112, we provide our SLS simulation results on performance for 32T4R in inter-site CJT as shown in Figure 14 and 15. In detail, we have average UPT/5% cell-edge UPT under 32T4R, NTRP=1-4, UE-assisted TRP further selection, and dynamic RANK from 1 to 4. 
· Notes: For each curve/points with the same color, beta values follow the agreement in RAN1#112 meeting.
After that, we have the following observations:
· Ln=6 combination pairs for NTRP=2/3 can also show good performance under medium & high overhead; then considering the CSI report overhead is still acceptable, we prefer to have them as in the candidate list for SD-basis;
· Then, clearly, pv = {1/2,1/2} combined with Ln={4,6} can provide good performance under medium & high overhead 

	[image: ][image: ][image: ][image: ]


Figure 14 Average UPT performance under candidate parameter combination(s)
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Figure 15 Cell-edge UPT performance under candidate parameter combination(s)
As a conclusion, we have the following recommendation: 
· Ln=6 combination pairs are necessary for NTRP=2/3 due to the good performance under medium & high overhead 
· pv = {1/2,1/2} combination pairs are also necessary due to the good performance under medium & high overhead 
Based on the above analysis, we have the following recommendation for parameter combination:
Proposal 22: Regarding parameter combination selection on Type-II codebook refinement for CJT mTRP, at least the following should be supported:
	NTRP
	SD combo
	FD combo {pv}, beta

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½
	{1/4, 1/4, 1/8, 1/8}, ¼
	{1/4, 1/4, 1/8, 1/8}, ½
	{1/4, 1/4, 1/4, 1/4}, ¾
	{1/2, 1/2, 1/2, 1/2}, ½
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	{4,4,4}
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	{6,6,6}
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	4
	{2,2,2,2}
	o
	o
	 
	o
	 
	N/A

	
	{4,4,4,4}
	 
	o
	 
	o 
	o
	N/A


4 PUSCH payload for UCI 
Regarding UCI payload in PUSCH, we have the following assumption from real-field: 2TX, SCS=15kHz, 4RB/subband, the number of scheduled sub-bands for a PUSCH is 4, 14 OFDM symbols in one slot and 2 OFDM symbols used for DMRS. In such case, the RE number of PUSCH is 2*4*4*12*(14-2) = 4608 REs. Therefore, we calculate the PUSCH payload with different MCS up to 64QAM in Figure 16. (It should be noticed that advanced UEs for supporting 256 QAM in UL have already become common in real NW.)
· In a typical case, MU-MIMO is much relevant to a good channel property, and then we should have 64 QAM or more, and, even for a worse case, 16 QAM can be assumed. Therefore, even for 16 QAM, i.e., MCS index from 10 to 16, we can observe that there are about 6000 bits payload for UCI by utilizing 50% one-slot PUSCH capacity. What’s more, there are about 3000 bits payload for UCI by utilizing 30% one-slot PUSCH capacity. 
· Therefore, from our perspective, the upper bound of UCI bit overhead in CJT CSI shall be ~3000 bit, considering the typical payload of UCI in PUSCH.
Observation 4: Regarding a single-slot PUSCH, in a typical (even a little bit poor) scenario for MU-MIMO, at least 3000 bit (16QAM, 30% PUSCH capacity) can be assumed as an upper bound of a given UCI payload while discussing Rel-18 CSI enhancement for CJT and Doppler. 
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Figure 16 Payload in a single-slot PUSCH transmission
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6 Conclusion
In this contribution, we discuss CSI enhancement for high/medium UE velocities and CJT. Observations and proposals are listed as follows.
CSI enhancement for high/medium UE velocities
Proposal 1: For the Type-II codebook refinement for high/medium velocities, for CQI overhead reduction on X=2, we support the 2nd TD sub-band differential CQIs refers to 1st TD wideband CQI and omitting the 2nd TD 4-bit wideband CQI.
· One 4-bit wideband CQI and two 2-bit sub-band differential CQIs are reported in one sub-band and one CSI reporting instance for X=2
Proposal 2: For the Type-II codebook refinement for high/medium velocities, for CQI location on X=2, we support that  the 1st TD wideband CQI and sub-band differential CQI can be mapping into CSI part 1 and the 2nd TD sub-band differential CQI are mapping into CSI part 2
· FFS: 2nd TD sub-band differential CQI is mapping into CSI part 2 group 0, group 1 or group 2
Proposal 3: For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, we support Alt1.
· Then, we may open to further consider Alt3A but under some restriction
Proposal 4: For the Type-II codebook refinement for high/medium velocities, regarding UCI omission, we prefer Alt3.
· It is sufficient that P(m) = m, rather than reusing Rel-16
· We are open to Alt4, if S(q)=q
Proposal 5: For the Type-II codebook refinement for high/medium velocities, Q CBSRs corresponding to Q DD basis should be supported as a starting point.
· Support of soft or hard restriction is subject to UE capability
Proposal 6: For the Type-II codebook refinement for high/medium velocities, new CPU occupation method should be introduced for the additional complexity.
· Regarding periodic/semi-persistent CSI-RS, OCPU=X
· Regarding aperiodic CSI-RS, OCPU = func(K)*X
Note: X is a fixed value or subject to UE capability and K is the number of CSI-RS resources in the CSI-RS resource set for channel measurement
Proposal 7: For the Type-II codebook refinement for high/medium velocities, the configuration rule of ZP-IMR and NZP-IMR should be studied in the cases of AP-CMR and P/SP-CMR.
Proposal 8: Regarding parameter combination selection for the Type-II codebook refinement for high/medium velocities, the following entries should be supported.
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Proposal 9: Both Y and D should be configured by gNB via higher-layer (RRC) signaling.
Proposal 10: For the basic feature, Dbasic should be set as 5 slots; for the optional feature, candidate values of Y should be {1, 3, 7}.
Observation 1: Amplitude quantization scheme  outperforms  and  with higher DL throughput in the use case of SRS periodicity determination.
Proposal 11: Use  with a bitwidth of n = 4 to quantize the normalized amplitude of TDCP.
Observation 2: Phase quantization scheme q1 outperforms q0 and q2 with higher throughput in the use case of SRS periodicity determination.
Proposal 12: Use q1 with a bitwidth of n = 3 to quantize the phase of TDCP.
Proposal 13: Reuse one or multiple legacy TRS(s) for TDCP measurement.
Proposal 14: Support Alt1, i.e., the priority of TDCP report should be lower than other CSI reports.
Observation 3: TDCP costs more buffering and processing resources at UE side than legacy CSI.
Proposal 15: Timeline and CPU occupation rules for TDCP measurement and reporting should be further studied.
CSI enhancement for CJT
Proposal 16: Regarding SD basis selection the  on Type-II codebook refinement for CJT mTRP, the following should be supported.
· Separate configuration of {pv, } and a list of parameter combination candidates {L1, ..., LNTRP},
· Besides for supported value of NL, the maximum number of selected SD bases across the selected CSI-RS resource(s) can be considered as UE capabilities.
Proposal 17: For mode-1, on Type-II codebook refinement for CJT mTRP, we have the following preference:
· 1st preference: support Alt-2.
· 2nd preference: support Alt-1 with fractional TRP-specific q3 (O3 = 4 as a starting point).
· Otherwise, we may have to narrow down mode-1.
Proposal 18: Regarding W2 quantification on Type-II codebook refinement for CJT mTRP, the following WA is confirmed with the following modification
· Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
Proposal 19: Regarding CSI omission on Type-II codebook refinement for CJT mTRP, the following should be supported.
· Alt2. Prio(λ,l,m,n)=2L’.Q(n).RI.N3+2L’.RI. P(m)+RI.l(n)+ λ 
· Note: Q(n) maps the index n according to a rule, where Q(n)=0 if n corresponds to strongest TRP/SCI, and then for rest, Q(n)=n+1. 
Proposal 20: Regarding CBSR on the Type-II codebook refinement for CJT mTRP, N CBSRs corresponding to N TRPs should be supported as a starting point.
Proposal 21: For calculating CJT PMI, CQI and RI, the UE assumes the PDSCH signals transmitted on the  antenna ports of each of N CSI-RS resources would have a ratio of EPRE to CSI-RS EPRE equal to the powerControlOffset of the respective CSI-RS resource, for . 
Proposal 22: Regarding parameter combination selection on Type-II codebook refinement for CJT mTRP, at least the following should be supported:
	NTRP
	SD combo
	FD combo {pv}, beta

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½
	{1/4, 1/4, 1/8, 1/8}, ¼
	{1/4, 1/4, 1/8, 1/8}, ½
	{1/4, 1/4, 1/4, 1/4}, ¾
	{1/2, 1/2, 1/2, 1/2}, ½

	1
	2
	
	o
	 
	 
	 
	 

	
	4
	
	o
	
	o
	
	o

	
	6 
	 
	o
	
	o
	
	o

	2
	{2,2}
	
	o
	 
	o
	 
	 

	
	{4,4}
	
	o
	 
	o 
	
	o 

	
	{6,6}
	
	o
	 
	o
	
	o

	3
	{2,2,2}
	o
	o
	 
	o
	o 
	 

	
	{4,4,4}
	
	o
	 
	o
	
	o 

	
	{6,6,6}
	
	o
	
	o
	
	o

	4
	{2,2,2,2}
	o
	o
	 
	o
	 
	N/A

	
	{4,4,4,4}
	 
	o
	 
	o 
	o
	N/A


Observation 4: Regarding a single-slot PUSCH, in a typical (even a little bit poor) scenario for MU-MIMO, at least 3000 bit (16QAM, 30% PUSCH capacity) can be assumed as an upper bound of a given UCI payload while discussing Rel-18 CSI enhancement for CJT and Doppler. 
7 Appendix
Table 7 SLS evaluation assumption for Doppler related Type-II codebook refinement
	Parameter
	Value

	Carrier Frequency
	2GHz

	Channel Model
	According to the TR 38.901
3D UMa

	Scenario
	Dense urban

	Antenna setup and port layouts at gNB
	(M, N, P, Mg, Ng, Mp, Np) =(2,8,2,1,1,2,8).
(dH, dV) = (0.5, 0.8)

	Antenna setup and port layouts at UE
	(M, N, P, Mg, Ng, Mp, Np) =(1,2,2,1,1,1,2)
(dH, dV) = (0.5, 0.5)

	Modulation
	Up to 256QAM 

	gNB Tx power
	46 dBm

	UE Tx power
	23dBm

	gNB antenna height
	25 m

	gNB receiver noise figure
	5dB

	UE receiver noise figure
	9dB

	Numerology
	14 OFDM symbol slot, 15kHz SCS

	Bandwidth
	10MHz

	UE receiver
	MMSE-IRC

	Network Layout
	5 UEs per cell (in a total of 21 cells)

	PMI/CQI feedback
	Subband

	UE distribution
	100% outdoor (30km/h)

	Traffic model
	FTP

	CSI feedback
	P-CSI-RS,  periodicity = 5
Q = 2, d = 5,  N4 = 2,  WCSI = 10

	MIMO scheme
	MU-MIMO with rank adaptation
Maximum rank = 4 per UE

	Performance metrics
	Average UPT


Table 8 SLS evaluation assumption for CJT codebook refinement
	Parameter
	Value

	Carrier Frequency
	2GHz

	Channel Model
	According to the TR 38.901
3D UMa

	Scenario
	Dense urban

	Antenna setup and port layouts at gNB
	- 8 ports: (1,4,2,1,1,1,4), (dH,dV) = (0.5, 0.8)λ
- 16 ports: (2,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 
(dH, dV) = (0.5, 0.8)

	Antenna setup and port layouts at UE
	(M, N, P, Mg, Ng, Mp, Np) =(1,2,2,1,1,1,2)
(dH, dV) = (0.5, 0.5)

	Modulation
	Up to 256QAM 

	gNB Tx power
	46 dBm

	UE Tx power
	23dBm

	gNB antenna height
	25 m

	gNB receiver noise figure
	5dB

	UE receiver noise figure
	9dB

	Numerology
	14 OFDM symbol slot, 30kHz SCS

	Bandwidth
	20MHz

	UE receiver
	MMSE-IRC

	Network Layout
	20 UEs per cell (in a total of 21 cells)

	PMI/CQI feedback
	Subband

	Traffic model
	FTP-1

	MIMO scheme
	SU/MU-MIMO with rank adaptation
Maximum rank = 4 per UE
SU = 30%, MU = 50~70%

	Performance metrics
	Average UPT and cell-edge/95%-ile UPT


Table 9 LLS simulation assumptions for TDCP report
	Parameter
	Value

	Number of gNB antenna ports
	16

	Number of UE antenna ports
	4

	Number of PRB
	24

	Sub-carrier spacing
	30kHz

	Channel model
	CDL-B; Delay spread 30 ns;
ASA 22 deg; ZSA 7 deg

	Rank and MCS
	Adaptive rank (1-4);
Adaptive MCS

	SNR
	20dB
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