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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
For each of the use cases, one of the objectives is to 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

This contribution discusses the evaluation aspects of the AI/ML framework for CSI enhancements, specifically the open issues regarding the evaluations and LCM. 

[bookmark: _Hlk127499699]Generic issues on CSI enhancements
[bookmark: _Hlk127521107]In the 109-e meeting[2], we agreed in 9.2.2.1 that FLOPs is adopted as the metric to evaluate the complexity.
	Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.



In 110b-e meeting[4], we agreed in 9.2.1 that the complexity includes pre/post-processing.
	Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)


In the previous meetings it was agreed to use FLOPs to evaluate the computational complexity and that the complexity includes pre/post processing. However, the complexity reports for the pre and post processing can vary depending on where the reference points for the input and output are selected. For instance, both raw channel matrix or eigenvectors can be considered as the input for pre-processing. In order to have a common understanding regarding the boundary of pre and post processing we propose the following
[bookmark: _Hlk131755450]Proposal 1:  For the evaluation of CSI enhancements, when reporting the computational complexity including the pre-processing and post-processing, the boundary for calculating the complexity metric (i.e., FLOPs) is as
· For the input of the CSI prediction, or input of the CSI generation part, the pre-processing starts at the raw channel matrix (i.e., includes the decomposition from channel matrix to eigenvectors)
· For the output of the CSI generation part, the post-processing includes the quantization.
· For the input of the CSI reconstruction part, the pre-processing includes the dequantization.
· For the output of the CSI prediction or output of CSI reconstruction part, ends at the precoding vectors.

CSI compression

In RAN1#112[6] it was agreed that 
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1-1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference, any specific model operates on multi-layers jointly.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 1-2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference, the model operates on multi-layers jointly. 
· FFS: input/output type
· Option 2 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is 
· Option 2-1: layer specific and rank common (different models applied for different layers; for a specific layer, the same model is applied for all rank values), or 
· Option 2-2: layer specific and rank specific (different models applied for different layers; for a specific layer, different models are applied for different rank values)
· Option 3 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is 
· Option 3-1: layer common and rank common (A unified AI/ML model is applied for each layer under any rank value to perform individual inference), or 
· Option 3-2: layer common and rank specific (different models applied for different rank values; for a specific rank, the same model is applied for all layers)
· Other options not precluded.

The agreement provides the different reporting options for their models based on if they were layer common or layer specific or rank common or rank specific. Regarding the FFS on the reported computational complexity and storage it is important to have meaninful comparison for each option. For instance the storage for rank specific model can be summary of all their storage size. We propose the following 
 Proposal 2: For the complexity and storage report for the AI/ML based CSI compression sub use cases with rank >=1,
· FLOPs
· Option 2 (layer specific): summarized FLOPs over the layer specific models inferred for each layer
· Option 3 (layer common): summarized FLOPs for the layer common model inferred for each layer
· Memory storage/number of parameters
· Option 1-1 (rank specific): summarized Memory storage/number of parameters over the rank specific models
· Option 2 (layer specific): summarized Memory storage/number of parameters over the layer specific models
· Option 3-2 (layer common and rank specific); summarized Memory storage/number of parameters over the rank specific models
In the RAN1#112[6] the following agreement was made
Agreement
For the evaluation of training Type 3 under CSI compression, besides the 3 cases considered for multi-vendors, add one new Case (1-on-1 training with joint training) as benchmark/upper bound for performance comparison.
· FFS the relationship between the pair(s) of models for Type 3 and the pair(s) of models for new Case
In order to handle the FFS regarding the relationship between the pair(s) of model for Type 3 and the pair of models for new case (1-on-1 training with joint training). We propose the following 
Proposal 3: For the evaluation of training Type 3 under CSI compression, for the new case (1-on-1 joint training) benchmark/upper bound for performance comparison, the structures for the pair of NW part model/UE part model for the new case are the same with the Type 3 case to be compared.

In RAN1#110e-bis[4] it was agreed
Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods
In RAN1#111[5] it was agreed
Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.

We believe in order to better understand the capability of the models and to get an upper bound on the performance of the models we should study the case for training without quantization and inference without quantization as a upper bound for performance. Therefore, we propose the following,
Proposal 4:  For the evaluation of quantization aware/non-aware training, on top of the agreed cases of quantization non-aware training (Case 1) and quantization aware training (Case 2-1, Case 2-2), introduce an additional upper bound case of Case 0: non-quantized training and inference (i.e., float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training and inference), to reflect the performance loss due to quantization.

1 CSI prediction
In RAN1#111[5] the following working assumption was agreed
Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction
In RAN1#112[6] the following agreement was made
Agreement
· Confirm the following WA on the benchmark for CSI prediction achieved in RAN1#111:
	Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction



We believe that when the collaboration level x CSI prediction is taken as benchmark, it can be considered as generalization case 2 where the UE is unable to properly perform model switching/updating based on the change in environment while level y/z based AI/ML CSI prediction solution can be considered a generalization case 1 where the UE is able to utilize the functionality based LCM or model ID based LCM in order to adjust to changes in environment. Therefore, we propose the following  
Proposal 5: For the AI/ML based CSI prediction sub use case, if collaboration level x is reported as the benchmark, the EVM to distinguish level x and level y/z based AI/ML CSI prediction is considered from the generalization aspect.
· E.g., collaboration level y/z based CSI prediction is modeled as the fine-tuning case or generalization Case 1, while collaboration level x based CSI prediction is modeled as generalization Case 2.

Conclusion
Proposal 1:  For the evaluation of CSI enhancements, when reporting the computational complexity including the pre-processing and post-processing, the boundary for calculating the complexity metric (i.e., FLOPs) is as
· For the input of the CSI prediction, or input of the CSI generation part, the pre-processing starts at the raw channel matrix (i.e., includes the decomposition from channel matrix to eigenvectors)
· For the output of the CSI generation part, the post-processing includes the quantization.
· For the input of the CSI reconstruction part, the pre-processing includes the dequantization.
· For the output of the CSI prediction or output of CSI reconstruction part, ends at the precoding vectors.

Proposal 2: For the complexity and storage report for the AI/ML based CSI compression sub use cases with rank >=1,
· FLOPs
· Option 2 (layer specific): summarized FLOPs over the layer specific models inferred for each layer
· Option 3 (layer common): summarized FLOPs for the layer common model inferred for each layer
· Memory storage/number of parameters
· Option 1-1 (rank specific): summarized Memory storage/number of parameters over the rank specific models
· Option 2 (layer specific): summarized Memory storage/number of parameters over the layer specific models
· Option 3-2 (layer common and rank specific); summarized Memory storage/number of parameters over the rank specific models

Proposal 3: For the evaluation of training Type 3 under CSI compression, for the new case (1-on-1 joint training) benchmark/upper bound for performance comparison, the structures for the pair of NW part model/UE part model for the new case are the same with the Type 3 case to be compared.

Proposal 4:  For the evaluation of quantization aware/non-aware training, on top of the agreed cases of quantization non-aware training (Case 1) and quantization aware training (Case 2-1, Case 2-2), introduce an additional upper bound case of Case 0: non-quantized training and inference (i.e., float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training and inference), to reflect the performance loss due to quantization.

Proposal 5: For the AI/ML based CSI prediction sub use case, if collaboration level x is reported as the benchmark, the EVM to distinguish level x and level y/z based AI/ML CSI prediction is considered from the generalization aspect.
· E.g., collaboration level y/z based CSI prediction is modeled as the fine-tuning case or generalization Case 1, while collaboration level x based CSI prediction is modeled as generalization Case 2.
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