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Introduction
In RAN1#112 meeting, there were some agreements on the general aspects of AI/ML framework, mainly about AI/ML model life-cycle managements (LCM) and model delivery/transfer [1], and much more issues were discussed as summarized in the Feature Leader’s (FL’s) Summary document [2]. 
In this contribution, we further share our views on general aspects of AI/ML framework, including general framework, Model-ID-based and functionality-based LCM procedure, data collection and common performance evaluations metrics on LCM.
General framework
In our view, the general functional framework should be a high level diagram to indicate the key functions and relationship among multiple basic functions, similar with the function framework in TR 37.817. Therefore, we suggest a high-level framework for this study as shown in Figure 1, mainly including four high-level AI/ML functions, Data Collection, Model Training, Model Management and Model Inference.
[image: ]
[bookmark: _Ref110588523]Figure 1 A high-level functional framework for the study on AI/ML for NR air interface.
· Model Training
This function would include the operations of initial training and potential re-training, which could be out of 3GPP in some cases, e.g., model training is in the 3rd party server.
· Model Management
This function would include all operations to manage the models, including model delivery/transfer, activation/deactivation, switching, monitoring, selection and updating as discussed. 
· Model inference
This function includes the inference operations with the trained and activated model.
· Data collection
The data for training, management and inference are collected from air interface and/or network.
In addition, we think ‘Model Storage’ could not be a function including the operations, but an entity, which can be involved in ‘Model Management’ to deliver/transfer models from remote sides if needed. Therefore, we suggest adopting the framework in Figure 1 as the basis for further discussion on the AI/ML approaches.
[bookmark: _Toc131506564][bookmark: _Hlk115337855]Adopt Figure 1 as the general functional framework, including data collection, model training, model management and model inference.
[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]AI/ML Model Life Cycle Management (LCM)
There have been a lot of discussions and some agreements on the AI/ML model LCM in previous meetings, as copied below.
	RAN1#112
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

RAN1#111
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1#110bis 
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


In our view, ‘Functionality’ and ‘Model’ to be identified for LCM have the same motivation, i.e., to create a common understanding between the NW and the UE to facilitate LCM, albeit with different granularity of visible information to be shared - ‘Model identification’ would have more precise granularity than ‘Functionality identification’.
[bookmark: _Toc131506565]Model identification would have more precise granularity on the information to be shared than Functionality identification.
As illustrated in Figure 2, an AI/ML functionality always include AI/ML model(s) to support the AI/ML-enabled Features, and the models within the functionality may not be exposed/visible to the other side. For the Model ID-based LCM, the models are visible for NW, Case a; and for the Functionality-based LCM, the functionality/functionalities are visible for NW, Case b, and the models within it could be optionally exposed/visible to the other side.
[image: ]
[bookmark: _Ref131261006]Figure 2 Two information granularity levels for Model ID-based and AI/ML functionality-based LCM
In general, before discussing these two kinds of LCM, it is necessary to align the understanding on some issues, including AI/ML Model, functionality, information to be shared in identification procedures. 
[bookmark: _Toc131506566]To align the understanding on ‘AI/ML Model’, ‘Functionality’ and the information to be shared in the identification procedure.
[bookmark: _Ref131278886]AI/ML Model and Model identification
In RAN1#109e, the terminology of ‘AI/ML Model’ was agreed as the working assumption as copied below, together with a conclusion on the algorithm.
	RAN1#109e
Working Assumption
	Terminology
	Description

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.



Note that an ‘AI/ML Model’ is regarded as an algorithm to be implementation specific. Using an example in a traditional network, to detect spatial multiplexed signals over multiple antennas, it is not realistic for standardization to enhance air interface to support ZF/MMSE algorithm, which is an implementation issue. However, as a special algorithm with data driven and potential operations from remote side, it is necessary to align some understanding on the algorithm to facilitate any potential operation, so the ‘identification procedure’ is needed in this context.
[bookmark: _Toc131506567]Confirm the working assumption on ‘AI/ML Model’ that is a kind of algorithm without specification impact, and the ‘identification’ procedure is used to facilitate any necessary operations over air interface.
For ‘Model identification’, the terminology was agreed as the working assumption in RAN1#111, as copied below, and also there was an agreement on ‘Model ID’ in RAN2#121[3].
	RAN1#111
Working Assumption
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.


 
RAN2#121
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 



As an important task for ‘Model identification’, some information regarding the AI/ML model may be shared during this procedure. However, it is necessary to align the understanding on the representation of ‘AI/ML Model’ before the discussion on what information need to be shared.
To generate an AI/ML Model (i.e., a data driven algorithm) as shown in Figure 3, a process to train a model structure, i.e., Neural Network (NN), with a dataset is needed. After training, the trained AI/ML Model is composed by ‘a model structure, i.e., NN’ and ‘a set of parameters, i.e., weights’, and it can be regarded as being in open format, because it can be recognized by multiple devices. To be used for inference at a device, the trained model needs to be well compiled and optimized for the target hardware platform, resulting in a model in the binary formation/proprietary format.
[image: ]
[bookmark: _Ref131196171]Figure 3 An AI/ML Model with model structure, data set and parameters in open-/proprietary-format 
Thus, in this sense, an AI/ML Model can be represented with the following options as 
a) A model structure + a dataset
The model structure can be preferred by the target device, e.g., a convolutional neural network (CNN) for the device with a CNN-optimized accelerator. The dataset can be constructed locally or transferred from the other side. With the same and enough dataset for training, the inference performance with different structures could be very close as discussed in Sec.4. Therefore, from the expected performance aspect, a well-defined dataset, e.g., dataset ID, can also be used to identify a model if the structure is unknown.
b) A model structure + a set of parameters
[bookmark: _Hlk131719263]After training, a set of parameters can be generated for the given model structure to obtain the optimal results of the dataset, e.g., minimum MSE. The model in this representation can be well recognized with a description in open format. Because there are always tens of thousands of parameters for a structure, it could be unrealistic to identify a model with the parameters. Thus, it is suggested that any parameter changing does not mean a different Model ID is needed for the trained model.
c) A compiled binary file
After compiling, a binary file is generated for the target device for inference using the data collected from air interface as input. This file cannot be recognized by the other devices, especially by different vendors. However, the model can still be recognized by others in other way, e.g., the model in open format before compiling.
No matter which representation is used to describe an AI/ML model, it could not be realistic to use Model ID to identify such physical model, since there are countless models in practice, and it is also not necessary.
[bookmark: _Toc131506568]Not use Model ID to identify a physical AI/ML model, represented by either a model structure with parameters or a compiled binary file.
In our view, the introduction on ‘Model ID’ is expected to facilitate the following Model ID-based LCM, which can be realized during the model identification procedure as illustrated in Figure 4.
[image: ]
[bookmark: _Ref131263474]Figure 4 An illustration of model identification with Model ID assignment
In this illustration, there are some trained AI/ML models at the UE side with a temporary (local) ID for each model. If an AI/ML model needs to be visible for NW for further LCM operations, UE need request for a formal Model ID on it. On request, NW confirms, assigned a formal Model ID for that and requests for the necessary information, e.g., model description. Then, UE can report the information of the model, corresponding to the Model ID. After this procedure, Model identification, the information, e.g., model description, of the models at UE sides are available at NW side for further LCM. Thus, we think ‘Model ID’ can at least facilitate information exchanging between NW and UE.
[bookmark: _Toc131506569]Model ID can at least facilitate the model-related information sharing between NW and UE in the model identification procedure.
Then, one of the following issues is what information about the model needs to be shared during the identification and whether they need to be specified in the standardization. We think it is much related with the LCM operations, especially the operations over air interface, as discussed in Section 3.3. For example, for UE sided models and two-sided models, it should include the information to support the mechanisms of decision by the network for the model selection, activation, deactivation, switching, and fallback.
[bookmark: _Toc131506570]The model-related information regarding the AI/ML model needs to be discussed per sub use case, which can facilitate the operations over air interface in Model ID-based LCM, e.g., to support the mechanisms of decision by the network for the model selection, activation, deactivation, switching, and fallback.
AI/ML functionality and functionality identification
The discussion on AI/ML functionality started from RAN1#109e, and in RAN1#111, the terminology of ‘Functionality identification’ was agreed as a procedure to share the relevant information on functionality.
	RAN1#109e
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
 
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. 

RAN1#111
Working Assumption
	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


 


Note that ‘AI/ML functionality’ has not been fully discussed and commonly understood before deciding ‘Functionality identification’, which results in the problem that what functionality needs to be identified during the identification procedure. Here we share the views on some potential definitions of functionality. 
· Opt.1: Sub use cases with some pre-defined configurations
For this option, the functionality is defined as the AI/ML-based/assisted sub use case with some pre-defined configurations, e.g., CSI prediction with some numbers of ports, beam prediction with some sizes of Set A/B. 
· Opt.2: Application conditions with some pre-defined scenarios
For this option, the functionality is defined as the application conditions with some pre-defined applicable scenarios of the AI/ML-based/assisted schemes, such as different SNR values, radio link types or channel statistic values.
From the LCM aspect, for Opt.2, if the detection on the application condition for a functionality is more reliable at NW than at UE, it is better for NW to activate/deactivate the functionality. 
[bookmark: _Toc131506571]The functionality to be identified during ‘Functionality identification’ could be the sub use cases with some pre-defined configurations and/or application conditions with some pre-defined scenarios, which can be identified at NW side.
Thus, during functionality identification procedure, the information could include the supported sub use cases with some configurations and/or the application conditions as illustrated in Figure 5.
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[bookmark: _Ref131277124]Figure 5 An illustration of functionality identification with relevant information
In this illustration, UE reports the AI/ML functionalities with relevant information, e.g., the application conditions. NW would record the information and confirm the identification for further functionality-based LCM as introduced in Sec 3.4. 
To well manage the models for both identification methods, it is suggested to introduce a table as illustrated in Table 1, whose columns mean the functionalities and the rows mean the potential multiple models within each functionality. 
[bookmark: _Ref118279872]Table 1 An illustration of a table to manage AI/ML models and functionalities
	
	AI/ML functionalities

	
	Functionality A
	Functionality B
	Functionality C
	…

	AI/ML models
	Model A-1
	Model B-1
	Model C-1
	…

	
	Model A-2
	Model B-2
	Model C-2
	…

	
	…
	…
	…
	…


[bookmark: _Hlk131496482]For the ‘Functionality identification’ procedure, the column index is indicated, and if ‘Model identification’ is needed, the full two-level/hierarchical identification can be used. Thus, the introduction of hierarchical Model ID can be well used to identify and algin the models between two sides if needed.
[bookmark: _Toc131506572]Introduce a hierarchical Model ID, one level is for functionality indication and the other level is for the multiple models within the functionality, which can be applied for both Model ID based LCM and Functionality based LCM.
[bookmark: _Ref131266069][bookmark: _Ref118451005]Model ID-based LCM
Once identifying the models for both sides as introduced in Sec 3.1 in model identification procedure, it is necessary to consider the LCM issues, which, in some cases, needs to exchange signaling, e.g., assistant data for model monitoring, applicable scenarios/configurations and decisions on model switching. The Model ID-based LCM for model monitoring and activation/deactivation is illustrated in Figure 6.
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[bookmark: _Ref131279040][bookmark: OLE_LINK2]Figure 6 An illustration of Model ID-based LCM, e.g., monitoring and activation/deactivation
In this illustration, the model monitoring is triggered and processed by UE and the decision is done by NW. UE would requests for assistance information to monitor a model with Model ID=1, e.g., requests on the recovered CSI at NW as the output of the corresponding model in the CSI compression sub use case. NW sends the assistance information, e.g., recovered CSI, to UE for model monitoring. Then, UE can calculate the metrics for monitoring and report the results to NW. Accordingly, NW can verify the performance to decide to activate or deactivate the requested model. Therefore, the information and signaling exchanging between NW and UE for LCM can be tagged with the Model ID to potentially manage multiple models.
[bookmark: _Toc131506573]The information and signaling exchanging between NW and UE for LCM can be tagged with the Model ID to potentially manage multiple models.
[bookmark: _Ref131277321]Functionality-based LCM 
According to the agreements, multiple AI/ML models can be developed and managed across different scenarios/configurations to obtain good generalization performance. With the functionality-based LCM, it is possible for UE to manage local multiple AI/ML models. The Functionality-based LCM for functionality activation is illustrated in Figure 7, where the functionality is activated when some application condition is satisfied detected by NW.
[image: ]
[bookmark: _Ref131280180]Figure 7 An illustration of Functionality-based LCM, e.g., model activation
In this illustration, during the functionality identification procedure, the set of application conditions of the AI/ML functionalities of the UE is recorded at NW side. NW monitors the application conditions, e.g., the radio link types. If the condition is satisfied, NW can activate the functionality corresponding to the condition. Then, UE can activate the functionality and request for further assistant information if needed, e.g., SNR. After receiving the assistance information, UE can select the AI/ML model in the activated functionality to do inference by itself, which provides the feasibility for UE to select AI/ML model.
[bookmark: _Toc131506574]Functionality-based LCM can provide feasibility for UE to select AI/ML model, based on the information shared during the identification procedure.
[bookmark: _Ref131318777]Data collection 
In RAN2#121, a table was endorsed as a starting point (e.g., can add more columns if needed later, modify, add rows etc.) to discuss the potential methods for data collection, including logged MDT, immediate MDT, L3 measurements, L1 measurement (CSI reporting), UAI, early measurements and LPP. The relevant issues of the methods above were also provided, including terminated entity, allowed payload size, report latency, supported report type, security and privacy[3]. In general, data collection for initial training can tolerate more delay and have much more data columns than that for inference and management. 
Thus, there would be different requirements and realization methods on the data collection for those, which need to be studied separately. It will be further discussed in RAN2, and RAN1 needs to provide the requirements on the data collection for different purpose.
[bookmark: _Toc127436775][bookmark: _Toc131506575]Study the requirements with respect to the payload and delay to collect data for model training, management and inference per sub use case.
The expected performance of an AI model is always related with the dataset construction for a given neural network (NN) in some degree. As illustrated in Figure 8, where a NN is initially trained to an AI model with the different datasets, Case A, and the same dataset, Case B, respectively. With the same NN, i.e., model structure, different datasets with different statistics, e.g., from different scenarios/configurations, would result in different performance, which means that AI model 1 would have different performance with AI model 2. On the other hand, in Case B, with the same data set, AI model 3 and AI model 4 with reasonable design would have similar performance if the date set is large enough, even with different model structure with different training complexity.
[image: ]
[bookmark: _Ref126914586]Figure 8 Initial training NN with the same or different data set
Note that the dataset is always constructed from the offline simulation and/or online measurement within different application scopes, e.g., deployment scenarios, system configurations, sites and zones. 
Therefore, we suggest using dataset to indirectly associate the scenario/configuration/site/zone with the specific models, as least for the performance evaluation, which is also benefit for the proprietary AI models without details disclosed.
[bookmark: _Toc131506576]Associate the dataset for the AI/ML model with scenario/configuration/site-specific setting, at least for performance conformance evaluation.
AI/ML model delivery/transfer
In RAN1#112, there was an agreement on different cases related to delivery/transfer model to UE, and the potential model delivery/transfer solutions for the selected sub uses were also agreed in RAN2#121 for further analysis, as copied below. 
	RAN1#112
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

RAN2#121
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analyse



Depend on the UE capability, e.g., ability to compile an open format AI/ML model and/or support for specific model structure, the content to be transferred is different as shown in Figure 3, including ‘model structure’, ‘dataset’, ‘a set of parameters’ or an integrated model in either open-format or proprietary/binary format.
[bookmark: _Toc131506577]Study the requirements with respect to the payload and delay of different model delivery/transfer contents, including model structure, a set of parameters or a whole model in either open or proprietary format.
When considering the cases of model transfer in open format of a known (Case z4) and unknown (Case z5) model structure at UE, it is necessary to define the boundary of z4 and z5, i.e., what the know or unknow model structure mean. As we explained above, if the hardware platform and/or software library is designed or optimized for a kind of model structure in a device, e.g., an accelerator for CNN or optimized operations on matrix/vector multiplying, it would be preferred for such device to select such model structure. In this sense, the preferred model structure for a UE needs to be reported to NW as a ‘known’ one.
[bookmark: _Toc131506578]The preferred model structure at UE can be reported to NW as the known model structure, which can be realized within UE capability report or model/functionality identification procedure.
Common evaluation methodology and KPI
In RAN#110bis-e meeting, there were some agreements on the common KPIs for evaluating the performance of different AI/ML models.
	Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
0. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
0. Overhead (e.g., signaling overhead associated with model monitoring)
0. Complexity (e.g., computation and memory cost for model monitoring)
0. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
0. FFS: Power consumption
0. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures


It is well known that compared to conventional approaches, AI/ML-based approaches need to undergo additional steps (e.g., training and other LCM stages) before they can be used for inference. 
Depending on how a model is going to be trained, updated, for example the model may need steps such as collection of the training data, transferring of the samples to a node which does the training, and training/updating of the model itself. All these steps induce some delay in the network. Such effects were not that significant in conventional approaches as they are usually math-based (not data driven) schemes. So, while evaluating different approaches, it is essential to have a KPI on the latency of the proposed approach and make sure that these latencies are in agreement with the latency requirement of the system and latency for baseline Rel-17 schemes.  
In previous meeting, we have already agreed to study the latency KPI for the monitoring stage, and also ever discussed in other LCM functions, e.g., model selection, activation, deactivation, switching, and fallback operation. What we propose is to update the common KPI proposal to include latency KPI for monitoring step and also other steps of the LCM.
[bookmark: _Toc127436793][bookmark: _Toc131506579]Consider latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
· [bookmark: _Toc127436794][bookmark: _Toc131506580]Latency 
· [bookmark: _Toc127436795][bookmark: _Toc131506581]Latency for data collection for model training and update.
· [bookmark: _Toc127436796][bookmark: _Toc131506582]Latency for LCM procedures, e.g., model monitoring, update, training data transfer, model activation, deactivation, switching, and fallback operation.
[bookmark: _Toc127436797][bookmark: _Toc131506583]Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.  
Conclusion
In this contribution, we share our views on general aspects of AI/ML framework with following proposals:
Proposal 1:	Adopt Figure 1 as the general functional framework, including data collection, model training, model management and model inference.
Proposal 2:	Model identification would have more precise granularity on the information to be shared than Functionality identification.
Proposal 3:	To align the understanding on ‘AI/ML Model’, ‘Functionality’ and the information to be shared in the identification procedure.
Proposal 4:	Confirm the working assumption on ‘AI/ML Model’ that is a kind of algorithm without specification impact, and the ‘identification’ procedure is used to facilitate any necessary operations over air interface.
Proposal 5:	Not use Model ID to identify a physical AI/ML model, represented by either a model structure with parameters or a compiled binary file.
Proposal 6:	Model ID can at least facilitate the model-related information sharing between NW and UE in the model identification procedure.
Proposal 7:	The model-related information regarding the AI/ML model needs to be discussed per sub use case, which can facilitate the operations over air interface in Model ID-based LCM, e.g., to support the mechanisms of decision by the network for the model selection, activation, deactivation, switching, and fallback.
Proposal 8:	The functionality to be identified during ‘Functionality identification’ could be the sub use cases with some pre-defined configurations and/or application conditions with some pre-defined scenarios, which can be identified at NW side.
Proposal 9:	Introduce a hierarchical Model ID, one level is for functionality indication and the other level is for the multiple models within the functionality, which can be applied for both Model ID based LCM and Functionality based LCM.
Proposal 10:	The information and signaling exchanging between NW and UE for LCM can be tagged with the Model ID to potentially manage multiple models.
Proposal 11:	Functionality-based LCM can provide feasibility for UE to select AI/ML model, based on the information shared during the identification procedure.
Proposal 12:	Study the requirements with respect to the payload and delay to collect data for model training, management and inference per sub use case.
Proposal 13:	Associate the dataset for the AI/ML model with scenario/configuration/site-specific setting, at least for performance conformance evaluation.
Proposal 14:	Study the requirements with respect to the payload and delay of different model delivery/transfer contents, including model structure, a set of parameters or a whole model in either open or proprietary format.
Proposal 15:	The preferred model structure at UE can be reported to NW as the known model structure, which can be realized within UE capability report or model/functionality identification procedure.
Proposal 16:	Consider latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
	Latency
	Latency for data collection for model training and update.
	Latency for LCM procedures, e.g., model monitoring, update, training data transfer, model activation, deactivation, switching, and fallback operation.
Proposal 17:	Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.
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