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1. Introduction

In last meeting, the following agreements have been achieved on general aspects [1].
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.

Note: The Case definition is NOT intended to introduce sub-levels of Level z.

Note: Other cases may be included further upon interest from companies.

FFS: Z4 and Z5 boundary 
Agreement
For UE-side models and UE-part of two-sided models:

· For AI/ML functionality identification

· Reuse legacy 3GPP framework of Features as a starting point for discussion.

· UE indicates supported functionalities/functionality for a given sub-use-case.

· UE capability reporting is taken as starting point.

· For AI/ML model identification 

· Models are identified by model ID at the Network. UE indicates supported AI/ML models.

· In functionality-based LCM

· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 

· Models may not be identified at the Network, and UE may perform model-level LCM.

· Study whether and how much awareness/interaction NW should have about model-level LCM

· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

FFS: Relationship between functionality identification and model identification

FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.

In this contribution, we will provide some discussions on general aspects of AI/ML based air interface design.
2. Discussions 
2.1 General AI/ML framework
There are lots of discussions and consensus on the elements of data collection, LCM, etc. Data collection should provide data for training, inference and monitoring. AI/ML model training and inference should be base elements of general framework. In order to manage the AI/ML model, mode/functionality management including monitoring/selection/activation/deactivation/update/switch/fallback, should also be considered as base elements. When an AI.ML model is trained, it should be stored and transferred/delivered to model deployment device for further operation. In general, the framework in Fig.1 could be considered.
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Fig.1 Sample of general AI/ML framework
Proposal 1: the general framework presented in Fig.1 could be considered. 
2.2 AI/ML model life cycle management
2.3.1 Data collection
Data collection should consider several aspects, e.g., data collection triggering, data delivery and data quality control. Data collection should also be considered at both UE and NW side. UE side triggering data collection at UE side and NW side triggering data collection at NW side will be implement dependent. UE side triggering data collection at NW side and NW side triggering data collection at UE side should be considered for specification.  For different use cases, the required data type and collection frequency are different. Both RRC signaling based data collection and DCI based data collection could be considered for different use cases. Data collection signaling for multiple use cases should also be considered to save signaling overhead. Moreover, data compression should also be considered for high accuracy data delivery.
Proposal 2: Data collection signaling for multiple use cases should be considered to simplify signaling design.

2.3.2 Model development and training

For two-sided model, joint training of the two-sided model at a single side/entity (Type 1) and separate training at network side and UE side (Type 3) should be considered. Different training type has different requirements on UE. Type 1 joint training requires UE to support AI/ML model transfer from NW and AI/ML model training should be considered for Type 3 separate training. More details could be further discussed in AI 9.2.2.
Proposal 3: For two-sided AI/ML model, joint training and separate training should be supported.

2.3.3 Functionality/model identification and methods of LCM
The relationship between functionality identification and model identification should be discussed further. According to previous agreements, functionality identification should support the whole process of LCM without model ID. For different AI/ML-enabled Features, the content of functionality identification will be different. Even for the same AI/ML-enabled Feature, the details of different functionalities should also be different. Based on previous discussions and consensus, there are lots of contents could be used for functionality identification, e.g. scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. In order to support a unify solution, a full set for different AI/ML-enabled Features could be defined, which including all items for different functionalities reporting. The reporting details of different functionalities could be flexible and only parts of the elements of full set could be chosen for UE reporting, while other elements could be regarded as meta information.
Proposal 4: A full set for different AI/ML-enabled Features could be defined, which including all item for different functionalities reporting. The reporting details of different functionalities could be flexible based on the full set. 
2.3.4 Functionality/Model selection, activation, deactivation, switching, and fallback operation
The definition of model selection should be confirmed. In last meeting, there are some discussions and FL provides a definition of model selection as selection of an AI/ML model for activation among multiple models for the same functionality. Two questions should be considered for the definition of model selection. One is whether multiple models can be selected and the other one is whether model selection and model activation are the same behavior. When there are multiple models for the same functionality within UE or Network, the UE or Network can select multiple models for activation. One model among the selected models could be activated based on the actual situation. Whether additional assistant information exchange between Network and UE for model selection and activation could be FFS. Similarly, we could also have the definition of functionality selection. 
Proposal 5: The definition of model selection should be selection of one or more AI/ML models for activation among multiple models for the same functionality

Proposal 6: The definition of functionality selection could be selection of one or more functionalities for activation among multiple functionalities.
2.3.6 Model update

Model update includes model structure and/or parameters updating. Model update should be considered for an activated or deactivated model. Considering that model updating takes some time, the inference performance of the model during the updating process cannot be guaranteed. Therefore, if an activated model needs to be updated, it is a reasonable choice to deactivate the model first and then proceed the model update process. In order to ensure system stability, model switching or fallback could be considered at the same time.

Proposal 7: The process of model updating only applies for deactivated model. If an activated model needs to be updated, it should be deactivated first.
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: the general framework presented in Fig.1 could be considered. 

Proposal 2: Data collection signaling for multiple use cases should be considered to simplify signaling design.

Proposal 3: For two-sided AI/ML model, joint training and separate training should be supported.

Proposal 4: A full set for different AI/ML-enabled Features could be defined, which including all item for different functionalities reporting. The reporting details of different functionalities could be flexible based on the full set. 
Proposal 5: The definition of model selection should be selection of one or more AI/ML models for activation among multiple models for the same functionality

Proposal 6: The definition of functionality selection could be selection of one or more functionalities for activation among multiple functionalities.
Proposal 7: The process of model updating only applies for deactivated model. If an activated model needs to be updated, it should be deactivated first.
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