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Introduction
In RAN1 #112, the following agreements on evaluation of AI/ML based positioning have been achieved.
	Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, companies include the evaluation area in their reporting template, assuming the same evaluation area is used for training dataset and test dataset.
Note: 
· Baseline evaluation area for InF-DH = 120x60 m.
· if different evaluation areas are used for training dataset and test dataset, they are marked out separately under “Train” and “Test” instead. 
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description], UE distribution area = [e.g., 120x60 m, 100x40 m]
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	



Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description], UE distribution area = [e.g., 120x60 m, 100x40 m] 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	
	



Agreement
The agreement made in RAN1#110 AI 9.2.4.1 is updated by adding additional note:
Note: if complex value is used in modelling process, the number of the model parameters is doubled, which is also applicable for other AIs of AI/ML


Agreement
For both the direct AI/ML positioning and AI/ML assisted positioning, study the model input, considering the tradeoff among model performance, model complexity and computational complexity.
· The type of information to use as model input. The candidates include at least: time-domain CIR, PDP.
· The dimension of model input in terms of NTRP, Nt, and Nt’.
· Note: For the direct AI/ML positioning, model input size has impact to signaling overhead for model inference.


Agreement
For direct AI/ML positioning, study the performance of model monitoring methods, including:
· Label based methods, where ground truth label (or its approximation) is provided for monitoring the accuracy of model output.
· Label-free methods, where model monitoring does not require ground truth label (or its approximation).
Agreement
For AI/ML assisted approach, study the performance of label-free model monitoring methods, which do not require ground truth label (or its approximation) for model monitoring.

Conclusion
· No dedicated evaluation is needed for the positioning accuracy performance of model switching
· It does not preclude future discussion on model switching related performance

Agreement
For direct AI/ML positioning, study the impact of labelling error to positioning accuracy  
· The ground truth label error in each dimension of x-axis and y-axis can be modeled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
· Value L is up to sources. 
· Other models are not precluded
· [Whether/how to study the impact of labelling error to label-based model monitoring methods]
· [Whether/how to study the impact of labelling error for AI/ML assisted positioning.]

Observation
Evaluation of the following generalization aspects show that the positioning accuracy of direct AI/ML positioning deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
· The generalization aspects include:
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· Network synchronization error 
· Companies have provided evaluation results which show that the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.
· Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 
· Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.
Note: ideal model training and switching may provide the upper bound of achievable performance when the AI/ML model needs to handle different deployment scenarios.




In this contribution, we provide some discussion on evaluation of AI/ML based positioning.
Discussion
In RAN1 #110b, the following agreement on the input of ML based positioning was achieved.
	Agreement
For the model input used in evalutions of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 
· Note: CIR and PDP may have different dimensions. 
· Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.




In RAN1 #111, the following agreement on the input of ML based positioning was achieved.
	Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.




It is clarified that the CIR/PDP should be derived based on the Nt consecutive time-domain samples from Nport Tx/Rx antenna port pairs from NTRP TRPs. Usually, the number of Rx ports should be transparent. Thus, the UE should not be required to disclose the number of Rx parts. In addition, the UEs may have different orientation, which could create different “best Rx direction” even for the UEs with the same location. Such information would potentially increase the prediction error. Therefore, the further study on CIR/PDP as input should be based on the number of Tx ports, and the performance for the following Rx schemes can be further studied:
· Rx Scheme 1: The CIR/PDP is measured from the Rx port with the strongest RSRP
· Rx Scheme 2: The CIR/PDP is averaged over all the Rx ports
In addition, another aspect is impact from different quantization schemes for the CIR/PDP. The CIR/PDP may be quantized based on several DFT bases or DCT bases. Usually, DCT based approach could provide a better performance with regard to the quantization error and report overhead. It is necessary to study the quantization impact on the CIR/PDP based on DFT bases and DCT bases.
In addition, with regard to possible channel estimation errors for the CIRs/PDPs, the L1-SINR for each CIR/PDP can be considered as part of the input. Then the CIR/PDP with a better L1-SINR may be prioritized in the AI/ML, so that the CIR/PDP with more channel estimation error can be deprioritized, and the impact from channel estimation error can be reduced.

Proposal 1: For CIR/PDP based model input, study the impact from the following Rx schemes 
· Rx Scheme 1: The CIR/PDP is measured from the Rx port with the strongest RSRP
· Rx Scheme 2: The CIR/PDP is averaged over all the Rx ports
Proposal 2: For CIR/PDP based model input, study at least the following options for CIR/PDP quantization:
· Option 1: The CIR/PDP is quantized based on several DFT bases
· Option 2: The CIR/PDP is quantized based on several DCT bases
Proposal 3: Study to use L1-SINR from each cell in addition to the CIR/PDP as the input to reflect the potential channel estimation accuracy for the CIR/PDP.
Conclusion
In this contribution, we provided discussion on evaluation of AI/ML based positioning. Based on the discussion, the following proposals have been achieved.
Proposal 1: For CIR/PDP based model input, study the impact from the following Rx schemes 
· Rx Scheme 1: The CIR/PDP is measured from the Rx port with the strongest RSRP
· Rx Scheme 2: The CIR/PDP is averaged over all the Rx ports
Proposal 2: For CIR/PDP based model input, study at least the following options for CIR/PDP quantization:
· Option 1: The CIR/PDP is quantized based on several DFT bases
· Option 2: The CIR/PDP is quantized based on several DCT bases
Proposal 3: Study to use L1-SINR from each cell in addition to the CIR/PDP as the input to reflect the potential channel estimation accuracy for the CIR/PDP.

