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Introduction
In previous meetings [1][2][3][4], sub use cases selection has been done for AI/ML positioning, there are two granularities of sub use cases. The coarse classification is based on the necessary steps for completing the positioning process and two cases of direct and assisted positioning methods have been selected, on the other hand, another finer classification is based on the location of the AI/ML model and positioning calculation block, 5 sub cases have been selected. Generally speaking, the former one is used for use case defining and the latter one is used for specification impact discussions. As the discussion of sub use case has been finished, we will not have further presentation in this contribution, but we will give our views on the specification impacts of potential applicable sub use cases.
The specification impacts for the following three aspects will be discussed: 1) data collection for model training and monitoring. 2) model monitoring metrics calculation and decision making. 3)model identification. We have noticed that in the previous meetings, model inference has been made some agreements to have further study on the specification impact as well, however, we believe some enhancements on the channel measurement reporting will be sufficient for enabling AI/ML positioning model inference, and these enhancements will not cover key points for the lifecycle management, so we decide to deprioritize this part.

Potential Specification Impact
The specification impact will be discussed based on the following agreement for sub use cases:
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement.
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



2.1 Data collection for model training
Data collection is a general function shared by different LCM blocks, in the previous RAN1 #112 meeting, two agreements have been given regarding data collection for model training.
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified.
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label.
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods.
· Network entity generates ground truth label based on positioning methods.
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified.
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects:
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data.
· Potential determination of the UE/PRU/TRP which can provide the training data.
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data



Basically, the data required for one AI/ML training can be divided into two categories: 1) ground truth labels and 2) other input data, and to support these data collection, there are two aspects need to be discussed: 1) the entities which are authorized to generate those training data and 2) the quality assurance of the generated data. For both of the above mentioned aspects, additional signaling or procedures are necessary and these will be the major discussion points of potential specification impacts.

Entities for data generation
According to the agreement above and our observations, we list the potential entities in the following table 1 for generating ground truth label per sub use case:

Table 1 Entities for data generation of AI/ML positioning sub use cases
	Sub Use Case Index
	Label Data
	Label generation entities

	1
	UE locations
TDOA/RSTD etc.
LOS/NLOS Info
	PRU: if PRUs are available in the scenario it can provide both UE locations and intermediate labels for model training, however, these label data need to be forwarded from network entities to UE.
UE: Location information may be partly available, e.g., some stored historic data under certain scenarios by using conventional methods.
gNB: UE locations are not allowed to be known in gNB; however, the channel measurement of assisted model labels can be derived in gNB based on SRS.

	2a
	TDOA/RSTD etc.
LOS/NLOS Info
	PRU: if PRUs are available in the scenario it can provide intermediate labels for model training, however, these label data need to be forwarded from network entities to UE.
gNB: The channel measurement of assisted model labels can be derived in gNB based on SRS.

	2b
	UE locations
	UE: Location information may be partly available, e.g., some stored historic data under certain scenarios by using conventional methods.
LMF: Historic stored data which is reported by UE/PRU. 

	3a
	TDOA/RSTD etc.
LOS/NLOS Info
	gNB：Historic stored data which is reported by PRU or measured by SRS.
LMF: Historic stored data which is reported by PRU.

	3b
	UE locations
	UE: Location information may be partly available, e.g., some stored historic data under certain scenarios by using conventional methods.
LMF: Historic stored data which is reported by UE/PRU.



According to the information listed above, there are more than one entity which are able to generate ground truth labels, and it is similar for the generation of other input data such as CIR/PDP/RSRP/RSRPP etc., at least UE/PRU/gNB can all be able to provide the channel measurement results. Therefore, the selection among entities for data generation optimization is necessary.
From our point of view, there should be some criterions on entity selection to generate data.
A. Entity capabilities:
Not all entities have the identical capabilities to generate data, e.g., in some scenarios there may not be any PRU available so network entities cannot obtain related data from PRU, then these network entities are not able to provide any label data for the AI/ML models. What is more, some positioning methods may not be supported by the UE, e.g., GNSS or LIDAR positioning are not supported by some UEs then UE may not be able to obtain location information by these positioning methods, therefore, the entity capabilities information is quite important for the AI/ML model to make decisions.
The current TS38.305, TS38.306 or TS37.355, there are some existing mechanisms to exchange UE or other entity capabilities, but it is not sufficient to support the requirement of AI/ML model training. Therefore, we have the following observation and proposals:

Observation 1 There are multiple entities which are able to generate training data (including labels) for AI/ML positioning models for each sub use case.
Proposal 1 Entity capabilities information are important for AI/ML positioning data generation, it is suggested to enhance the current UE capability and other capability reporting mechanisms to support AI/ML positioning methods.
Furthermore, to determine which is the most suitable entity to generate training/monitoring data for AI/ML models, it is necessary to collect assistance information other than capabilities per entity to the model deployment entity for the final decision making. The information required vary per sub use case, e.g., for case 1, the AI/ML model and positioning function are both located in UE, so if PRU information need to be transmitted, it has to be relayed by gNB so the potential signaling to carry the assistance information may be broadcast SIB or RRC message, key information may be transmitted by MAC CE or DCI; while for case LMF-based model such as case 2b, LMF can collect assistance information from multiple gNB (including relayed PRU information) so NRPPa signaling should be used. Therefore, we have the following proposal regarding the required signaling for data generation entity determination.
Proposal 2 Study potential enhancements of at least the following existing signaling to determine the data collection entity for AI/ML positioning models per sub use cases:
· SIB or pos-SIB
· RRC Message
· LPP
· NRPPa
Proposal 3 Study the potential enhancements of UE feature/behavior to support PRU information reporting. 

B. Signaling overhead via air interface
The best case to provide the AI/ML model training data is that the model deployment and data generation blocks are located in the same entity, e.g., for sub use case 1, UE measures the wireless channel by DL-PRS by conventional methods and send these measurements results to AI/ML as input data, in this way, there is no additional overhead for data transmission, only few signaling for configurations may need to be enhanced to support AI/ML method, so very few specification impact are expected. 
However, for most cases, it is not possible for the model deployment entity to generate sufficient and accurate data itself due to lacking resources or capabilities, in this case, air interface resources have to be occupied by configuration signaling and data transmission among entities, it is necessary to study the overhead requirements of each entity pair per sub use case.
Proposal 4 Study the overhead requirements for configuration signaling and data transmission among entities per sub use case.

Data Quality
The difficulty for obtaining data with high quality is one big issue for AI/ML positioning. The quality of data can be defined as the accuracy of the UE locations or related information such as TDOA/RSTD/RSRPP, and it can also be defined as the applicability of the data which is suitable for the current AI/ML model or scenario. Unlike the capability or overhead issue, data quality is useful for all entity mapping possibilities, that is, even the data can be generated by the model deployment entity itself, it still needs some information to guarantee the data quality, and these information may be obtained inside or outside the entity so there is some expected specification impact.
We list some aspects of the potential data quality indicators as follows:
1) Data accuracy information:
The expected accurate data can be error-free UE locations or related information such as TDOA/RSTD/RSRPP, the quality indicator can be the error/distance between the exactly accurate data and collected data, several mathematical methods can be used to get this indicator and it is up to the implementation of the entities.
2) Data time information:
Due to the rapid change of the wireless environment for AI/ML positioning, the time for obtaining the data is very important as reference to judge the data quality, furthermore, the information related to the data life expectancy can also indicate the data quality, e.g., the UE speed.
3) Data source information
As mentioned before, data can be generated by different sources inside and outside RAN scope, there are imperfections for each or the sources such as SINR, timing error, asynchronization, RF chain mismatch and so on, it is helpful for the reported data to include the data source information for indicating the data quality.
4) Data applicability information
Data for AI/ML positioning are highly sensitive to the applicable scenarios or areas, it is useful to attach the collected data with their applicability information such as the scenario ID, area/zone ID, beam ID and so on.
Therefore, we give the following proposal for assuring the data quality of AI/ML positioning:
Proposal 5 Study at least the following aspects for the data quality indication:
· Data accuracy information
· Data timing information
· Data source information
· Data applicability information

2.2 Model monitoring
The following agreement has been given in the previous RAN1 #112 meeting.
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects.
· Entity to derive monitoring metric.
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a.
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded.



The above agreement gives the entity for deriving the monitoring metrics, from our point of view, there can be some modifications for UE-side models i.e., case 1 and 2a. We have the following two considerations:
1) Undoubtedly, it is natural for UE to decide the model monitoring result by comparing the expected positioning output and the inferred one, but sometimes it is only valid for the output-driven monitoring method, for input-driven method, it may involve some assistance information for the overall decision making, e.g., the historic statistics of the measurement results so basically there can be two potential ways for performing the monitoring, one way is to let the network entities to send related information to UE and UE make the final decision, whilst the other way is for UE to send the inferred output and some information to network entities and let the network entities to make the final decision. We think both of the two ways are possible and which is the optimized solution depends on each case, therefore, we suggest not to preclude network entities such as LMF or gNB to calculate the monitoring metrics for the UE-side models.
2) For assisted positioning method, it is not clear that how to connect the final UE locations with the intermediate AI/ML model output, and the final UE calculation block may not be located in the same entity of the AI/ML model. When it comes to the monitoring metric calculation, it is not limited to the AI/ML model output but also the final UE locations. Therefore, there may be possibilities that the positioning calculation entity will give the monitoring metrics calculation instead of the AI/ML model deployment entity, it is suggested not to preclude at least the network entity to make the monitoring decision if they are in charge of the final UE location calculation (e.g., sub use case 2a).
Based on the above discussion, we have the following proposal:
Proposal 6 Not to preclude network entities for calculating monitoring metrics for at least UE-side AI/ML positioning models.
As for the monitoring metrics calculation, the output-driven monitoring method which requires the ground truth label related information is similar to the discussion for model training. For the input-driven monitoring method, there are roughly two types of information required.
A. Statistics of the input data
The statistics include deviations or distributions of input data such as CIR/PDP/RSRP/RSRPP, the data used for calculating the statistics may be originated from the historical data stored in entities or collected from different sources such as other cells or positioning methods.
B. Additional information of the input data
Additional information includes the timing, source, imperfection level information and so on.
Based on the above discussion, we have the following proposal:
Proposal 7 Study at least the following aspects for input-driven monitoring method:
· Statistics (e.g., deviations or distributions) of input data obtained from different sources or positioning methods.
· Additional information (e.g., timing, source, or imperfection level) of the input data.

2.3 Model identification
The following proposal has been given in the previous RAN1 #111 meeting.
	Proposal 2-3c
Regarding AI/ML model indication for LCM, to study and provide inputs on potential specification impact at least for the following aspects for AI/ML based positioning accuracy enhancement.
· Whether and if so, how to indicate model at least for UE-side model (Case 1 and Case 2a)
· Note1: study is applicable to both functionality-based and model-ID-based LCM procedure
· Information element(s) of potential model indication
· model functionality or identifier
· model validity condition, e.g., applicable target scenario/configuration
· model required assistance.
· Other type of information is not precluded.
· Note2: study includes the applicability of information element(s) to functionality-based and/or model-ID-based LCM procedure



The model identification framework is still under discussion in 9.2.1, the debate between functionality ID and model ID is ongoing. In our parallel contribution of 9.2.1, we suggest not to preclude any of the options because both of these two mechanisms, at least for UE-sided model, the model ID can be designed as the replacement of model registration procedure, the NW or server can assign one unique common identifier to the UE as the global or long-term identifier, and functionality ID can be trigger by LCM procedure such as model monitoring, updating, selection or switching which requires multiple models to operate together, at this time, a temporary model list indexed by the functionality ID for the operations only among the models in the list, please notice that the functionality ID does not overlap or collide with the generally assigned model ID, if the model is only activated for inference purpose and not triggered by any other LCM function, then functionality ID may not be necessary and may never be assigned to this model. The model ID and functionality ID apply to all models with collaboration level y and z.
For AI/ML positioning sub use case 1, both the AI/ML model and the positioning block locate in the UE, so basically the UE itself is in charge of model performance monitoring, model selection or model switching, and the NW does not need to know the model details during data collection for model training, therefore, functionality ID is not necessary for case 1, and model ID may be assigned for some model management issues such as model operation management, e.g., to log the model inference performance under different wireless environments.
For AI/ML positioning sub use case 2a, the model is based on UE, but the positioning block locates in LMF, so LMF may trigger the model monitoring, updating, switching and so on and assign the functionality ID once upon the LCM procedure starts, information must be exchanged between UE and LMF to maintain the entire LCM procedure, and the functionality ID can be released after the LCM procedure ceases to exist.
Observation 2 Model ID and functionality ID can be both studied for further details, the co-existence of these two mechanisms is not precluded.
Proposal 8 Study specification impacts of model identification procedure for at least AI/ML positioning sub use cases 1 and 2a, and functionality identification procedure for sub use case 2a.
Basically, the contents of the identifier are defined by both UE and NW for UE-sided models, at this stage, we assume that UE is allowed to use both the model provided by the vendor, or models transferred from the NW, for the AI/ML positioning, UE can report the model aspects such as use case type, sub use case type, applicability scope, input and output details and expected inference performance, but the format of the model ID or functionality ID may not contain all the reported information and it can be decided by the NW implementation, the reported information can be stored in the NW for further usage. 
It may cause overhead issues if too many models information report from the UE to NW, so the meta data which is essential for reporting can be decided by the NW and indicate UE to follow, otherwise UE may decide by itself under the consideration of overhead.
Proposal 9 The format of the model identifier or functionality identifier is supposed to be studied in detail, the contents of the identifier are based on the model related information reported by UE, overhead issue should be considered during the reporting. 

Conclusion
Based on the above discussions, we give the following observations and proposals:

Observations
[bookmark: _Hlk127532909]Observation 1 There are multiple entities which are able to generate training data (including labels) for AI/ML positioning models for each sub use case.
Observation 2 Model ID and functionality ID can be both studied for further details, the co-existence of these two mechanisms is not precluded.

Proposals
Proposal 1 Entity capabilities information are important for AI/ML positioning data generation, it is suggested to enhance the current UE capability and other capability reporting mechanisms to support AI/ML positioning methods.
Proposal 2 Study potential enhancements of at least the following existing signaling to determine the data collection entity for AI/ML positioning models per sub use cases:
· SIB or pos-SIB
· RRC Message
· LPP
· NRPPa
Proposal 3 Study the potential enhancements of UE feature/behavior to support PRU information reporting. 
Proposal 4 Study the overhead requirements for configuration signaling and data transmission among entities per sub use case.
Proposal 5 Study at least the following aspects for the data quality indication:
· Data accuracy information
· Data timing information
· Data source information
· Data applicability information
Proposal 6 Not to preclude network entities for calculating monitoring metrics for at least UE-side AI/ML positioning models.
Proposal 7 Study at least the following aspects for input-driven monitoring method:
· Statistics (e.g., deviations or distributions) of input data obtained from different sources or positioning methods.
· Additional information (e.g., timing, source, or imperfection level) of the input data.
Proposal 8 Study specification impacts of model identification procedure for at least AI/ML positioning sub use cases 1 and 2a, and functionality identification procedure for sub use case 2a.
Proposal 9 The format of the model identifier or functionality identifier is supposed to be studied in detail, the contents of the identifier are based on the model related information reported by UE, overhead issue should be considered during the reporting. 
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