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Introduction
With different assumptions on the interaction levels between UE and NW, to which extent a model needs to be identified, monitored, and controlled by the NW side would result in different flavors on the framework of model lifecycle management (LCM), such as model-ID-based LCM or functionality-based LCM. In RAN1#112 [1], a high-level agreement was achieved to clarify the definition and characteristics of functionality identification and model identification. Furthermore, the characteristics of functionality-based LCM and model-ID-based LCM were concluded. 

In the recent pre-meeting email discussion, further understandings on model were shared by many companies from several perspectives, including the concepts of physical model and logical model, model identification, functionality identification, application conditions, meta information etc. 

In this contribution, we share our understandings on a model from the aspects of model structure/parameters, model categories, model ID, model ID and model IOT test, model identification and functionality identification. 
Understandings on a model
According to the agreement achieved RAN1#112 [1] and the pre-meeting email thread, there is a need to further clarify the understandings on a model. 
	[bookmark: _Hlk131632780]RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 
RAN1 #112 Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
RAN1 #112 Agreement
For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.



In the following discussions, we share our understandings of a model from the following discussions:
1. model = model structure or model = parameters + structure
2. [bookmark: _Hlk131698839]physical model and logical model
3. model ID
4. model ID and model IOT test
5. model identification and functionality identification

Model = model structure or model = parameters + structure
[bookmark: _Hlk131698509]In the previous meeting, it was discussed that whether the term model means model structure only or model parameters + structure.

One of the reasons of having this discussion would be that a model should be identified based on its model structure or based on its model structure and model parameters. 

Referring to the previous discussions on the terminology of model update, there are similar arguments among companies. Finally, model update and model parameter update were defined separately. 

Working assumption
	Terminology
	Description

	Model update
	[bookmark: _Hlk131572681]Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model



According to the agreed definitions, model update includes the cases of both model parameters update and/or model structure update. One interpretation of this definition is that the update to the model structure of a model or the update to the model parameters of a model will be identified as a new model which is different from its original version. In this sense, model means model structure + parameters.

A different understanding would be that not all types of model updates need to be reported to the NW side. For example, only model structure update needs to be informed to NW, while parameter update can be transparent to NW. 

However, the models with the same model topology but different model parameters will provide different performances. If it is assumed that the model identification at NW side is for NW-side model monitoring and model management, even only parameter update should be reported and identified by NW. Otherwise, the updated model is a level x type model. With this assumption, a model means its model structure and model parameter, and a new model ID needs to be assigned for either a  model topology update or a model parameters update or both.  

Observation-1: Updating the model parameters and/or model structure of a model results in a model update. 

Obervation-2: A model update including either model topology update or model parameter update at UE-side needs to be known to NW side, if model monitoring and model control are conducted at NW side. 

Proposal-1: To facilitate NW-side model monitoring and model management operations, both the update of model structure and/or the update of model parameters should be identified as a new model. In this sense, the term “model” means model + model parameters.

Physical model and logical model
In the pre-meeting email discussion, the concepts of physical model and logical model are intensively discussed. FL summarizes some of the understandings on logical model and physical models as follows:

	[bookmark: _Hlk131634015]Physical model (This is what the group called “model” up until RAN1 #112.): A model that tangibly exists, e.g., model implementation (e.g., binary model file), model during training (e.g., source code model), model description during model transfer, etc.

Logical model (in the narrow sense): A model that is identified and used in signaling.
Note: A logical model may be implemented by one or multiple physical models, e.g. multiple versions of binary models (hardware implementation) for a given source code model, multiple physical models transparent to NW that are identified as a single logical model.
Logical model (This is an extended concept of a “model”.)
· [bookmark: _Hlk131633642]Logical model described by an explicit dataset, e.g., a set of (nominal input, nominal ideal output), dataset used for training.
· Logical model described by a condition the model has to satisfy, e.g., described by a functionality/procedure/condition.



Companies shared different views on the necessity of introducing the concept of physical model and logical model. Also, whether the previous agreements on ‘model’ until RAN1#112 should be taken as physical model or logical model was discussed. 

	Working assumption:
	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 



Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 



Referring to the definition of AI/ML model in the terminology working assumption, we think the meaning of the model here is equivalent to the logical model rather than the physical model. But in model LCM discussions, such as the agreement on model delivery/transfer to UE in RAN1#112 [1], it is clear that the model in this agreement is for physical model. 

In our view, whether to introduce the concept of physical model and logical model and to distinct a model to be a logical model or a physical model is upon the need of the discussion and/or the assumption of interaction level at NW-side. In model transfer, z1~z5, the granularity level is restricted to a physical model based operations. Even if multiple physical models are transferred, per-physical model format would be better than logical model format in this procedure. 

For two-sided models, UE reports the model IDs of the CSI encoders stored at UE side for CSI feedback. While, at NW side, its decoders can support the encoders belonging to multiple UE vendors, which may be stored in its list of supporting models. NW side will check whether the reported model IDs are in the list or not, and only paired ID can be used in the following. As shown in Table 1, UE reports three model IDs to gNB, gNB confirms two of them as the paired encoder/decoder for CSI compression. In this case, if one model ID indicates only one generalized model, the model can be counted as a physical model or a logical model. If one model ID indicates multiple models with a common backbone structure and different adaptation layers for different payload sizes, the model should be counted as a logical model.

Table 1: Model ID alignment 
	NW-side
	UE-side report
	Paired-ID

	model ID #A
	model ID #A
	model ID #A

	model ID #B
	model ID #C
	model ID #C

	model ID #C
	model ID #X
	

	model ID #D
	
	

	model ID #E
	
	



Generally speaking, we think it is helpful to introduce such kind of concepts in order to avoid misunderstanding among companies when there is a need to make such clarification in the study and discussions. While in the case that either physical model or logical model makes no difference to the discussions, there would be naturally no need to make such clarifications, and use “model” to cover both possibilities.

Observation-3: With the refined concepts on model, say physical model and logical model, it would be helpful to reduce or avoid misunderstanding among companies in the meaning and assumptions of a model in model LCM discussions.

Proposal-2: To align the understanding on the meaning and assumptions of a model among companies in relevant model LCM discussions, it is suggested to introduce the concept of physical model and the concept of logical model in the discussions of this SI. 

Proposal-3: In the cases where either using physical model or using logical model makes no difference to the discussions, only use “model” to cover both possibilities. Physical model and logical model can be described as:
· Physical model: 
· Proprietary-format model.
· Open-format model.
· Logical model:
· Logical model described by an explicit dataset.
· Logical model described by an applicable condition.
· A model is identified via signaling.

Model ID
According to the RAN2 agreements, model ID is a global ID. A following question would be whether the model ID is assigned to a physical model or a logical model when there is a need to have such clarification? 

	RAN2 #121 agreement [2]
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 



To answer this question, we think the following issues should be taken into account at least:

Issue 1: whether the physical model is visible or invisible to NW in the model’s LCM?

If the physical model(s) information at UE side can be invisible to NW in all LCM procedures, there is no need to assign model ID to its physical model.

Issue 2: whether only model transfer/delivery  is physical-model-based operation?

In this case, the model ID may need to be transferred with the model contents in open format or in proprietary format together. There is a need on how to indicate the physical model if it is one of the physical models under a logical model. It is not a question if we can assume that the model ID is assigned to UE model in a per physical model manner. The problem is that logical-model-based ID may be used in other LCM procedures of this UE. A unified model indication mechanism seems necessary to handle such multiple level indication.

Issue 3: is the mode ID assigned to UE offline or online?

We think both are possible. For two-sided model case, offline training is more practical assumptions for all three collaboration training types. Here, the model ID can be used to support multi-vendor collaboration training. For joint training, it is a reasonable assumption that the model ID referring to physical model, while for separate training, model ID can be assumed to both possibilities.  

It is also possible that UE obtains the model and its model ID in online procedure such as model transfer.  

Issue 4: model ID and model monitoring

For a UE model or UE model part, its model monitoring, model activation/deactivation, model selection and model switching can be conducted at NW side. If it is the case, with the assumption that model ID is for physical model, NW would take the responsibility of all model operations and model performance guarantee. In the other case, NW may only control the model activation/deactivation, and leaves the task of model monitoring and model switching to UE side. In this case, model ID can be assumed to be at logical model level. 

With above analysis, we’d like to have the following observations and proposals:

Obervation-4: Model ID is assigned to logical model in the case that physical model(s) information at UE side can be transparent to NW in all LCM procedures.

Obervation-5: For model transfer procedure and offline joint training procedure of two-sided model, mode ID is suitable for identification of physical model, while for other LCM procedures, mode ID can be assigned to logical model.

Observation-6: There is no unified conclusion on whether the global model ID is assigned or referred to a physical model or a logical model. For different LCM and (sub)use cases, the optimal option is different.

Proposal-4: Considering different requests on the usage of model ID in different LCM procedures, it is suggested to study other types of model ID besides the global model ID. Meanwhile, a hierarchical model indication mechanism needs to be studied if multiple-level model ID is defined.

Model ID and model IOT test
In pre-meeting email thread, some companies show the concerns on model performance in network and its relationship between logical model and model test. It is true that the consideration and design of test is mainly a RAN4 issue, however, we think at least the relationship between model ID and model test certification should be clarified, since it was mentioned in RAN2 agreement and may have impacts on the assumption of model ID and model-ID-based LCM. 

According to our understanding, besides the model testing and verification in model training procedure conducted by the model developer, for a model used in network, the performance of the model should be further assessed through specific interoperation test such as RAN4 tests or other IOT tests organized by network operators. Meanwhile, the model which can meet the minimum performance request of the IOT test would be certificated. In this sense, it would be reasonable to assume the global model ID is assigned to UE models as a kind of certification mark. 

From testability of measurability perspective, however, there might be no single test dedicated to test a model only in a UE modem chip, since the interface of the model is inaccessible to an IOT test. For example, only throughput or BLER can be measured in the performance test of Rel-16 codebook. In this sense, which kind of model information is visible in the test may have the impacts on model certification.

On the other hand, considering the difficulty and cost for an IOT test, there may be only one test case under an AI/ML enabled feature. If it is true, only the selected model functionality or the selected model via signaling can be tested. The next question would be how to link the model ID(s) to the model/model functionality being tested and the residual models/model functionalities not-being-tested?

If we can decouple the model ID assignment procedure with its IOT test, the above question would be disappeared. But if so, for a data-based AI/ML technique, model’s performance guarantee will highly rely on online model monitoring and model control operations at network side.

Proposal-5: Considering the importance to guarantee AI/ML performance and the gain over conventional methods, at least the following issues should be studied and clarified:
· The relationship between model ID and the model related RAN4 test.
· The relationship between model functionality/logical model and the model related RAN4 test.

Functionality identification and model identification
Model identification and functionality identification were continuously discussed from the previous meeting to this pre-meeting email thread. 

In the pre-meeting discussions, some companies share their views on functionality identification and applicable conditions. The views from ZTE and its revision from FL were captured as follows. 

	Functionalities and applicable conditions

▪ Option 1 (UE feature based method): Like legacy UE capability report, UE may report its supported features/components for a given AI/ML-enabled feature, e.g., Set A and Set B configurations for beam prediction; antenna port number and CSI payload size for CSI compression. In this way, the functionality is equal to a ML-enabled feature (e.g., a sub use case). And the supported components are applicable conditions of the functionality. The deployment of UE-side/part model is totally transparent to NW side. However, this method may prevent UE from reporting multiple models for different configurations. Moreover, without other online/offline coordination between UE and network other than the UE capability report, it’s hard  for some cases that the coordination is necessary, Whether this Option can handle dynamic parts, e.g., model pairing information, dataset alignment for monitoring/testing and applicable scenarios, and if so, how to handle dynamic parts, needs further discussion.
▪ Option 2(Functionality ID based method): For a given AI/ML-enable feature(e.g., a sub use case), there are multiple functionalities reported by UE to the AI/ML-enabled feature, e.g., reported by different functionality IDs. Different functionalities may have different applicable conditions, which enables UE to train and deploy various models to be applied to different values of the components (or configurations). Then, functionality-ID based LCM (e.g., functionality selection/activation/deactivation) can be initiated. Similar to Option 1, the functionality ID based method is hard to capture dynamic parts that need some other coordination between UE and network, e.g., model pairing information, dataset alignment for monitoring/testing and applicable scenarios. whether this Option can handle dynamic parts, e.g., model pairing information, dataset alignment for monitoring/testing and applicable scenarios, and if so, how to handle dynamic parts, needs further discussion.
▪ Option 3(Functionality ID based method + Model-level operations within a functionality). The functionality identification in Option 1 and Option 2 don’t require offline coordination beyond the specifications, where the supported components for a functionality are defined in specification semi-statically. Thus, Option 1 and Option 2 cannot adapt to dynamic parts that may be hard to be quantized and specified by some candidate values for UE features. This Option can handle dynamic parts.
The dynamic parts include site-specific capabilities, dataset used for model training(e.g., for CSI training collaboration 3), model pairing information for two-sided models (e.g., for CSI training collaboration 1 and 2) and applicable scenarios (e.g., Umi vs. Uma, different UE speeds and indoor vs. outdoor). In order to enable the dynamic parts(e.g., scenario-specific models), model-level oprations wthin a functionality are necessary.




In this section, we share our view on both functionality identification method and model identification method, and propose a unified framework for model identification. 

According to our understanding, for different AI/ML (sub) use case, there would be different flavors and designs on how NW and UE collaboratively work together to facilitate relevant AI/ML operations to achieve better performance than conventional non-AI/ML methods. The possibility and the capability of NW-side operations on UE-side model over the air, is highly depended on the knowledge and the available interface provided by UE side during model identification procedure.

Along the way of functionality-based model identification, we can have two identification levels roughly:
· Level-1:  follow legacy 3GPP framework of UE features, the model’s functionality is identified based on pre-defined configurations, such as quantization information used in CSF encoder/decoder, Set A/Set B configuration in BM, etc. 
· Level-2: granular functionality is assumed to enable more dynamic interactions between UE and NW, which may relate to a certain applicable condition, such as mobility speed in CSI prediction, pairing ID of CSF. Its identifying procedure needs to be supported by additional signaling and is more frequently exchanged between UE and NW compared to UE capability report. 

Along with the way of model-ID-based model identification, we can assume that the model ID is assigned to the model at UE side via offline manner or the model ID is provided to UE through online signaling. When logical model concept is introduced, model identification can be further categorized as:
· Physical model identification: NW and UE have a common understanding on UE side model at physical model level, and model ID is used in the interactions between UE and NW. For example, the model is transferred from NW to UE either with open model format or with proprietary format. During the model transfer, model ID is delivered to the UE side with the model contents.
· Logical model identification: NW and UE have a common understanding on UE side model at logical model level, explicit or implicit identification information can be used in the interactions between UE and NW. One example is NW and UE exchange pairing ID information of the two-sided model, to align the CSI encoder at UE and CSI decoder at NW. Under a pairing ID, whether one physical model or a group of physical models being used at each side is transparent to the exchange signaling. In this example, paring ID can be taken as an explicit logical model ID. 

The above observations can be illustrated in Figure 1, it can be found that the effectiveness of having logical model identification is similar to that of functionality identification Level-2. 



[bookmark: _Hlk131706016]Figure 1: Functionality identification and model identification.

Therefore, we can merge the two approaches for identifying a model into one framework, as shown in Figure 2.



Figure 2: Three-level model identification


Proposal-6: For model or model part at UE side, three model identification levels can be considered for further study:
· MID-1: model is identified based on legacy UE-feature-based functionality identification (Level-1), wherein the functionality level refers to pre-defined configurations.
· MID-2: model is identified based on either functionality identification level-2 or logical model identification, wherein the functionality or the logical model links to its applicable condition.
· MID-3: model is identified based on model ID, which is assumed to be assigned to a physical model.

In MID-2, either functionality identification level-2 or logical model identification links to its applicable condition. If such applicable condition can be described by an explicit ID, MID-2 can be taken as the other type of model-ID-based model identification. 

Proposal-7: To have a unified model identification in LCM procedures, an explicit ID for functionality identification or logical model identification can be introduced. 

Conclusions
We have the following observations and proposals.

Observation-1: Updating the model parameters and/or model structure of a model results in a model update. 

Obervation-2: A model update at UE-side needs to be known to NW side, if model monitoring and model control are conducted at NW side. 

Observation-3: With the refined concepts on model, say physical model and logical model, it would be helpful to reduce or avoid misunderstanding among companies in the meaning and assumptions of a model in model LCM discussions.

Obervation-4: Model ID is assigned to logical model in the case that physical model(s) information at UE side can be transparent to NW in all LCM procedures.

Obervation-5: For model transfer procedure and offline joint training procedure of two-sided model, mode ID is suitable for identification of physical model, while for other LCM procedures, mode ID can be assigned to logical model.

Observation-6: There is no unified conclusion on whether the global model ID is assigned or referred to a physical model or a logical model. For different LCM and (sub)use cases, the optimal option is different.

Proposal-1: To facilitate NW-side model monitoring and model management operations, both the update of model structure and/or the update of model parameters should be identified as a new model. In this sense, the term “model” means model + model parameters.

Proposal-2: To align the understanding on the meaning and assumptions of a model among companies in relevant model LCM discussions, it is suggested to introduce the concept of physical model and the concept of logical model in the discussions of this SI. 

Proposal-3: In the cases where either using physical model or using logical model makes no difference to the discussions, only use “model” to cover both possibilities. Physical model and logical model can be described as:
· Physical model: 
· Proprietary-format model.
· Open-format model.
· Logical model:
· Logical model described by an explicit dataset.
· Logical model described by an applicable condition.
· A model is identified via signaling.

Proposal-4: Considering different requests on the usage of model ID in different LCM procedures, it is suggested to study other types of model ID besides the global model ID. Meanwhile, a hierarchical model indication mechanism needs to be studied if multiple-level model ID is defined.

Proposal-5: Considering the importance to guarantee AI/ML performance and the gain over conventional methods, at least the following issues should be studied and clarified:
· The relationship between model ID and the model related RAN4 test.
· The relationship between model functionality/logical model and the model related RAN4 test.

Proposal-6: For model or model part at UE side, three model identification levels can be considered for further study:
· MID-1: model is identified based on legacy UE-feature-based functionality identification (Level-1), wherein the functionality level refers to pre-defined configurations.
· MID-2: model is identified based on either functionality identification level-2 or logical model identification, wherein the functionality or the logical model links to its applicable condition.
· MID-3: model is identified based on model ID, which is assumed to be assigned to a physical model.

Proposal-7: To have a unified model identification in LCM procedures, an explicit ID for functionality identification or logical model identification can be introduced. 
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