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Introduction
In RANP#94e, the SID of artificial intelligence (AI)/machine learning (ML) for NR air interface has been established in [1] and AI for beam management was captured as below under RAN1’s working scope.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


AI/ML for beam management enhancement
AI/ML allows prediction/selection of beam at both gNB and UE based on the model obtained through training with historical data. This availability of beam information suggested by AI/ML benefits the reduction of system overhead and latency. According to the several rounds of discussion, some proposals haven’t reached a consensus by companies, for example, the relationship between Set A and Set B, the input and output of AI/ML model, the monitoring for AI/ML model, etc. we are going to discuss these issues in this section. 
AI/ML model inference
Following conclusions were drawn based on companies’ contributions in RAN1#109e meeting. Because companies’ views are quite diverging on it, so it may need to be further discussed. 
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


In the RAN1#110 meeting, there were some agreements about the relationship of Set A and Set B as follow.
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


As for Set A and Set B are the same in BM-Case2, there may be two situations, for example, one is shown in Figure 1, beam#2 and beam#4 are measured in each historic time instance for AI/ML model input, and the beams with same index are outputted. But	 the optimal beam is beam#3 in future time instance#1. It’s possible that we can’t obtain the optimal beam from the output of AI/ML model. Another situation is that it measures full set beams in each historical time instance and prediction results is also full set. Second situation causes the large overhead. Hence, we don’t think Alt.3 is a better option for BM-Case2. 
[image: ]
Figure 1 Set B same as Set A in BM-Case2
Especially, the AI/ML models for beam prediction at spatial and time domain can jointly work in the further study, if so, Set A and Set B are the same is not flexible enough for it. For example, as shown in Figure 2， AI-S and AI-T represent the AI/ML models working at spatial and time domain separately. define T1 and T2 as the time window size of input and output for AI-T, respectively. AI-S can be scheduled in T1 and collection each measurement results input to AI-T so that it needn’t measure any more for AI-T. therefore, the same relationship between Set A and Set B for both use case 1 and 2 seems more feasible for joint work of two types of models. As the description above, we prefer the Alt.1 and Alt.2 for BM-Case2.  



Figure 2 joint work of AI-S and AI-T 


Proposal 1 : For the relationship between Set A and Set B, support both Alt.1 and Alt.2 for BM-Case1 and BM-Case2.

whether Set A and Set B can be in different frequency band or not that has been discussed but didn’t have any conclusions. we think it can be further studied as a special sub-case of BM-Case1 and BM-Case2. If the output of AI/ML model not only contains the dwelling time but also the application frequency band, when the network schedules new resource in a short time for UE, and that is included in the inferred application frequency band, the prediction best beam still can be used. 
Besides that, it’s expected that using AI/ML model for beam forming can obtain a better performance, in our views, the detail channel information is conducive to improve the prediction accuracy of AI/ML, especially for BM Case 2, RSPR can’t reflect the time characteristic of channel. Hence, we prefer to use channel observation as the AI/ML model input, e.g., CIR, channel matrix, etc. To reduce the impact on spec and avoid more overhead, reusing the current RS for channel estimation can be considered, but we think it can be discussed in next stage.

Proposal 2 : Support Set A and Set B in different frequency bandwidth and channel observation as the input of AI/ML model (e.g., channel matrix, CIR, etc).

We noticed that although the output of AI/ML model can be beam index but there are different criteria of the predicted beam in BM-case1 and BM-case2 as proposed by different companies, such as high probability of best beam, beam dwelling time, etc. We think it’s necessary to define criterion for aligning assumption when companies evaluate performance. 
Mobility will bring frequent beam failure in mmWave. When beam failure happens, beam failure recovery process, similar to that in beam establishment, is executed by RSRP measurement of a set of reference signals corresponding to a set of beams. Frequent measurement of this set of beams incurs high power consumption at UE.
However, by using AI/ML model with beam measurements in previous time slots as the input, a set of candidate beams with higher probabilities of being the best beams in next time slot can be predicted. Then, through informing UE a subset of candidate beams by aperiodic CSI-RS resource set, UE can make measurements only on this subset of candidate beams which have higher probabilities to be selected.
In Figure 2, we draw the number of beam measurements over different η, where η denotes the sum probabilities of a subset with candidate beams. As time increasing, the trained AI/ML model becomes more accurate in predicting the subset of candidate beams with high probability of being best beam. With less candidate beams to track in the beam management process, the complexity of beam measurement is also reduced significantly.
[image: ]
Figure 2. Number of beam measurements over time

Observation 1 : The complexity of beam measurement can be reduced if a subset of candidate beams can be predicted by AI/ML model.
Proposal 3 : For the output of AI/ML, should clearly indicate the criterion associated with the predicted beam ID in BM-case1 and BM-case2, for example, sum probabilities of being the best beams higher than a threshold, maximum dwelling time, maximum RSRP, etc. 

[bookmark: _Hlk68181041]For BM-Case2, it uses measurement results from N historic time instance(s) to predict beams for F future time instance(s). considering the accuracy and complexity of AI/ML model, definition criterion to determine the value of N is necessary. We don’t think the window size of AI/ML model input is longer and the accuracy is higher, for example, it may come out same or similar accuracy of prediction based on the measurement results from 50 and 100 historic time instances separately. for the time window size of input, we think it depend on the characteristic of time domain channel, e.g., UE speed. 
In BM-Case2, the historic time instance can be consecutive or inconsecutive, as it’s shown in the Figure 3. (a) and (b), that indicate the beam selection procedure in time domain, where the blue blocks represent conventional exhaustive beam selection, and it can save the measurement results for AI/ML model input. The green blocks represent beam prediction based on AI/ML model. Beams at consecutive historic time instances are measured in (a), it can be used in scenarios where UE is moving with a high speed. Measurement results at inconsecutive historic time instances are shown in (b), it has the lower measurement overhead than (a) and is more suitable for flat fading channel. Therefore, it also relies on the channel environment to choose (a) or (b). 
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(a)
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(b)
Figure 3. beam selection procedure in time domain
Proposal 4 : For BM-Case2, the time window size of AI/ML model input can be determined by characteristic of time domain channel. 

AI/ML model monitoring
For the AI/ML model monitoring, following agreement was made in the RAN1#111 meeting.
	Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered



Some new agreements were drawn in RAN1#112 meeting for AI/ML model monitoring.
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· [bookmark: _Hlk130910531]Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered



As for the monitoring, it should evaluate the gap between the prediction result and baseline, while the baseline can be obtained by current beam management mechanism. And then according to the monitoring result, some decisions need to be made, e.g., model update, model switch, model deactivation and so on. Accordingly, avoid unnecessary overhead and improve the monitoring performance, the performance matric, procedure and method for AI/ML monitoring can be researched.
For the performance metrics of AI/ML monitoring, Alt.1 is the most reliable than others, however, depending on our understanding, it should perform exhaustive sweeping to find the actual Top-K/1 beam and then evaluate the accuracy of prediction beam. Considering the time latency and measurement overhead, we don’t think it’s our best choice. Alt.3 is not clear for us, if we want to extract the feature of data distributes based on input and output, whether the large amount of data is needed or not. As for Alt.2, the worse link quality may not be caused by using predicted beam. But it can be the condition to trigger monitoring. using L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP as the prediction performance of AI/ML model is more feasible and lower complexity. Once the Top-K/1 prediction beams are inferred by AI/ML model, UE just need measure the corresponding K/1 beam instead the full set. Based on the above analysis, we support the Alt.2 and Alt.4. 

Proposal 5 : Support Alt.2 and Alt.4 as the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2. 

when the link quality which is transmitted by prediction beam degraded, monitoring for AI/ML model can be triggered. Considering channel mutation or any other possible reasons also can cause the transmission quality decline, to avoid wrong judgement on AI/ML prediction accuracy, network should monitor multi outputs of AI/ML in a certain period. when the prediction beams failure is accumulated more than a threshold, current AI/ML should be deactivated. The case described above represents that the monitoring is triggered by specific conditions. Besides that, the interval between each monitoring can be configured by network. For example, it can be illustrated by Figure 4, AI/ML outputs prediction results at N1, N2, …, Nn time instance separately. D1, D2, …, Dn correspond the dwelling time of the prediction beams. Monitoring can be executed every three AI/ML output times. Because of the different dwelling time of prediction beams, the interval configured by network should be defined in term of the number of AI/ML output times. And the value of interval can depend on channel fading degree.  


Figure 4. procedure of monitoring for AI/ML model


Proposal 6 : Multi times output of AI/ML should be monitored. And the monitoring interval which is represented by the times of AI/ML output depends on channel fading degree. 

By monitoring the performance of an AI-based beam management scheme, a decision can be made to “fall back” to the traditional beam management scheme. The reasons of degradation of link performance may be not only the poor prediction accuracy of AI/ML but also the harsh radio propagation environment. Fallback should be triggered in advance and only in cases where traditional beam management truly outperforms AI-based BM. Accordingly, the performance monitoring should consider both AI based beam management and the performance that is achieved with the traditional beam management scheme. At different propagation environments, application scenarios, even different time of applications different AI models need to be selected or triggered. The report from different UEs employing different models shall be labeled by the model ID, and metadata of scenario. This allows us to collect sufficient data to build a model to predict the performance that can be achieved by an AI based beam management scheme.

Proposal 7 : Measurement report with AI beam management procedure shall also be collected to build a model for estimating the RSRP of a given scenario including UE mobility, time of operation, time scale of prediction, etc.

Similarly, we also need to collect the report of link performance when the traditional beam management scheme is employed. This gives us data to build a model of the link performance of a given application scenario.

Proposal 8 : Measurement report with traditional beam management procedure shall also be collected to build a model for estimating the RSRP of a given scenario including UE mobility, etc.

The purpose of link monitoring is to activate/deactivate different AI models for the best performance. By comparing the performance of an AI based beam management with that of the traditional beam management scheme we can identify whether performance degradation is due to AI model prediction error or a harsh propagation environment. This allows us to make fallback decisions in advance and wisely.

Proposal 9 : Need to compare the RSRP of AI based beam management with the RSRP achieved with traditional RSRP at the same environment

As described above, the procedure is shown in Figure 5 to assist understanding.

 
Figure 5. procedure of using AI to monitor the BM performance

we simulate a city scenario in which a user holds a cell phone (typically called a UE in the 3GPP context), walks along a direction within a certain range, and establishes a communication link with a base station (BS). The antenna of the BS is a 5-meter-high uniform rectangular array (URA) with 32 beams facing north, with an azimuthal angle range of [-60 60] degrees and an elevation angle range of [-90 0] degrees. The user starts from a location below the BS and initially moves along the road toward north and then makes a turn toward west. During the movement process, the movement direction of the user might also change to the left and right, but the user will continue walking forward along the road. The elevation angle of the user’s mobile phone can also change. Four segments of a corresponding movement trace are shown in Figure 6. There are scatterers placed along the road. The channel between the user and the BS is a line-of-sight (LoS) channel at the beginning, during the 250 m walk represented by segments 1 and 2, and it is a NLOS channel in the latter part of the trajectory, during the 200 m walk represented by segments 3 and 4. The UE is moving at a speed of 3 km/hour. A traditional beam management procedure is done in 160 ms (time of moving 1/2 step of a human). 

[image: ]
Figure 6.  Simulation scenario for beam management

The following Figure 7 shows an example where we categorize the area into four zones when UE is moving along a road. Using the data collected as proposed, we deploy AI models to predict the performance that can be achieved by an AI based beam management and that can be achieved by a traditional beam management scheme both with RMSE at around 2.4 dBm. By comparing the two values we can trigger fallback, activate or deactivate a model timely.
[image: ]
Figure 7.  performance of beam management UE beam prediction.


Conclusions
Finally, allow us to repeat our proposals to draw attention.
Proposal 1 : For the relationship between Set A and Set B, support both Alt.1 and Alt.2 for BM-Case1 and BM-Case2.
Proposal 2 : Support Set A and Set B in different frequency bandwidth and channel observation as the input of AI/ML model (e.g., channel matrix, CIR, etc).
Proposal 3 : For output of AI/ML, should clearly indicate the criterion associated with the predicted beam ID in BM-case1 and BM-case2, for example, sum probabilities of being the best beams higher than a threshold, maximum dwelling time, maximum RSRP, etc. 
Proposal 4 : for BM-Case2, the time window size of AI/ML model input can be determined by properties of time domain channel, e.g., coherence time, etc.
Proposal 5 : Support Alt.2 and Alt.4 as the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2. 
Proposal 6 : Multi times output of AI/ML should be monitored. And the monitoring interval which represents the times of AI/ML output depends on channel fading degree. 
Proposal 7 : Measurement report with AI beam management procedure shall also be collected to build a model for estimating the RSRP of a given scenario including UE mobility, time of operation, time scale of prediction, etc.
Proposal 8 : Measurement report with traditional beam management procedure shall also be collected to build a model for estimating the RSRP of a given scenario including UE mobility, etc.
Proposal 9 : Need to compare the RSRP of AI based beam management with the RSRP achieved with traditional RSRP at the same environment.
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