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Introduction
At the 3GPP TSG RAN #94e meeting the new WI on MIMO Evolution for Downlink and Uplink [1] was agreed. Two objectives of the WI correspond to the CSI enhancements including CSI enhancements for high/medium UE velocities and CSI enhancements for Coherent Joint Transmission (CJT).
	1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
0. Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
0. UE reporting of time-domain channel properties measured via CSI-RS for tracking
1. Study, and if justified, specify enhancements of CSI acquisition for Coherent-JT targeting FR1 and up to 4 TRPs, assuming ideal backhaul and synchronization as well as the same number of antenna ports across TRPs, as follows:
1. Rel-16/17 Type-II codebook refinement for CJT mTRP targeting FDD and its associated CSI reporting, taking into account throughput-overhead trade-off


In this contribution aspects related to CSI enhancements for CJT and CSI enhancements for high/medium UE velocities including PMI/CQI reporting enhancements and TDCP (Time Domain Channel Properties) reporting support are discussed. 
[bookmark: _Hlk47732020]Discussion
PMI/CQI enhancements for high/medium UE velocities
Coefficient selection
One of the important overhead reduction mechanisms supported since Rel-16 eType II PMI codebook is omission of not significant coefficients for the report. Selection of the coefficients for reporting is done via bitmap with size 2LM bits for the Rel-16 PMI codebook. Indication of coefficient selection for the new PMI codebook can be done in different ways which are defined in the following agreement from RAN1#112 meeting. 
	Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select one from the following alternatives (no later than RAN1#112bis-e): 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.
Nokia/NSB, Samsung, vivo, and ZTE raised concerns that, in their understanding, Alt3A violates previous agreements for “Q different two-dimensional bitmaps” and/or common DD basis selection across SD/FD basis pairs and hence, to some extent, objective 1 of the WID.


Alt1 from the above agreement corresponds to the legacy coefficient selection design extended to support multiple DD vectors. In this case, bitmap with 2LMQ bits is reported from the UE which is equivalent to reporting of Q bitmaps with 2LM bits. Other alternatives are designed to decrease the coefficient selection overhead. For Alt3A it is assumed that K0 coefficients are selected in S selected FD-DD vector pairs. Thus, the number of bits for Alt3A is MQ + 2LS. 
SLS evaluations were done for Alt1 and Alt3A coefficient selection. Special case of Alt3 is used with S = M.  All legacy parameter combinations with L = 4 are considered, number of DD vectors is Q = 2, number of DD units is N4 = 4, size of DD unit is d = 4 slots, CSI periodicity is 16 slots, CSI delay is 4 slots. The detailed evaluation assumptions are captured in the Appendix. 

Figure 1: Average UE throughput gain and Cell-edge UE throughput gain for different PMI overhead for Alt1 and Alt3A coefficient selection
Based on the above evaluation results, small performance degradation (up to 0.8% in average UE throughput and up to 2% for cell-edge UE throughput) is observed for Alt3A comparing to Alt1. At the same time, 48 bits can be saved for configurations with M = 4 and 84 bits can be saved for configuration with M = 7.
Observation 1: 
· Performance degradation of up to 0.8% in average UE throughput and up to 2% for cell-edge UE throughput is observed for Alt3A comparing to Alt1. 
· 48 bits can be saved for configurations with M = 4 and 84 bits for configuration with M = 7 for Alt3A comparing to Alt1

Supported parameter combinations
Eight parameter combinations {L, pv, beta} are specified for Rel-18 eType II PMI codebook so that wide range of overhead is covered with the best possible performance and reasonable PMI search complexity. For the new codebook with DD compression (Q = 2), the candidate values for L, pv, beta are the following: L = {2, 4, 6}, p1,2 = {1/8, 1/4, 1/2}, p3,4 = {1/16, 1/8, 1/4, 1/2}, beta = {1/8, 1/4, 1/2, 3/4}. Thus, at least 36 parameter combinations {L, p1,2, beta} are possible based on the candidate values presented above. In order to reduce UE testing effort and simplify the decision for system configuration, the number of supported parameter combinations should be reduced to 8 as in the legacy codebook. 
In order to identify parameter combinations with the best performance/overhead tradeoff, SLS simulations were carried out. The following parameter combinations {p1,2, beta} are considered with L = 4: 
· {p1,2, beta} = {1/8, 1/4}, {1/8, 1/2}, {1/8, 3/4}, {1/4, 1/8}, {1/4, 1/4}, {1/4, 1/2}, {1/4, 3/4}, {1/2, 1/8}, {1/2, 1/4}, {1/2, 1/2}. 
For the evaluations, number of DD vectors is Q = 2, number of DD units is N4 = 4, size of DD unit is d = 4 slots, CSI periodicity is 16 slots, CSI delay is 4 slots. In order to avoid impact of channel prediction algorithm, ideal (genie-aided) channel prediction is assumed. The detailed evaluation assumptions are captured in the Appendix.

Figure 2: Average UE throughput gain and Cell-edge UE throughput gain for different parameter combinations with L = 4
Based on the evaluation results presented in the above figure, the following parameter combinations can be selected for specification support with L = 4: 
· {p1,2, beta} = {1/8, 1/4}, {1/8, 1/2}, {1/4, 1/2}, {1/4, 3/4}
Observation 2: 
· Parameter combinations {p1,2, beta} = {1/8, 1/4}, {1/8, 1/2}, {1/4, 1/2}, {1/4, 3/4} provide good performance/overhead tradeoff considering both average and cell-edge UE throughput
Proposal 1: 
· Support the following parameter combinations with L = 4
· {p1,2, beta} = {1/8, 1/4}, {1/8, 1/2}, {1/4, 1/2}, {1/4, 3/4}
CQI reporting
One remaining detail for CQI reporting is the CQI overhead reduction for reporting of X = 2 CQIs. The following agreement was made at the last RAN1 with FFS on CQI overhead reduction highlighted in yellow.  
	Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), as well as the number of CQIs (=X) in one sub-band and one CSI reporting instance, support only the following:
· Basic feature: X=1 and the CQI is associated with the first/earliest slot of the CSI reporting window and the first/earliest of the N4 W2 matrices
· Optional features:
· X=1 and the CQI is associated with:
· the first/earliest slot of the CSI reporting window (slot l) and the first/earliest of the N4 W2 matrices, and 
· the last slot of the CSI reporting window (slot l+WCSI–1) and the N4-thW2 matrix
· X=2 and
· The 1st CQI is associated with the first/earliest slot of the CSI reporting window (slot l) and the first/earliest of the N4 W2 matrices, and 
· The 2nd CQI is associated with the middle slot of the CSI reporting window (slot l+WCSI/2) and the (N4 /2)-thW2 matrix
· FFS: Whether/how to include CQI overhead reduction for X=2



At least the following solutions for overhead reduction for reporting of the second CQI in case of X = 2 CQIs can be considered. 
· Alt1. 4-bit wideband CQI and 2-bit sub-band CQIs for both CQIs (no overhead reduction)
· Alt2. Differential reporting of the 2nd reference CQI (B bits) relative to the 1st reference CQI and 2-bit sub-band CQIs  
· Alt3. Differential reporting of the 2nd reference (B bits) and sub-band (1 bit) CQIs relative to the 1st CQI
For the Alt2, the maximum overhead reduction is 4 bits if B = 0. Such a small number of bits is not significant and makes negligible impact on the total CSI overhead. For the Alt3, 1-bit subband CQI means that there is only 2 values for the 2nd subband CQI value difference relative to the 1st subband CQI which is similar to X = 1 CQI case. Also, the performance gain for reporting of multiple CQIs (X > 1) comparing to one CQI (X = 1) is small, as observed in evaluation results provided in our tdoc for the previous RAN1 meeting [2]. Given the above, in our view, optimization for reporting of X = 2 CQIs is not necessary. Thus, we support Alt1 (no overhead reduction for X = 2).
Proposal 2:
· 4-bit wideband CQI and 2-bit sub-band CQIs for both CQIs is supported for X = 2 CQIs (no overhead reduction)
Priority rules for partial UCI omission
Partial UCI omission is supported for PMI codebooks from NR Rel-15. For the partial UCI omission, it is assumed that PMI coefficients are ordered in a certain way according to the corresponding priority equation. The following agreement was made at the last RAN1 meeting w.r.t. partial UCI omission for PMI codebook with DD compression (Q = 2). 
	Agreement
On the Type-II codebook refinement for high/medium velocities, regarding UCI omission, down-select between the following three alternatives (by RAN1#112bis-e where q denotes the q-th DD basis vector):
· Alt1. Prio(l,l,m,q)=2L. Q.RI.P(m)+Q.RI.l+Q.l+q 
· Note: This implies that DD basis is designated the highest priority
· Alt2. Prio(l,l,m,q)=2L.S(q).RI.N3+2L.RI. P(m)+RI.l+l
· Note: This implies that DD basis is designated the lower priority (after FD basis)
· FFS: S(q) maps the index q according to a rule
· Alt3. Prio(l,l,m,q)=2L.RI.Mv.q + 2L.RI.P(m)+ RI.l + l 
· Note: This implies that DD basis is designated the least priority
· Alt4. Prio(l,l,m,q)=2L.P(m).RI.Q+2L.RI.S(q)+RI.l+l
· Note: This implies that DD basis is designated with lower priority (after SD basis) and higher priority (before FD basis)
· FFS: S(q) maps the index q according to a rule
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m
q=0,…,Q-1


In our view the partial UCI omission feature should not be extensively used by the gNB, i.e., gNB can configure large enough PUSCH container size or enough resources for full UCI transmission. So, there is no need to optimize performance for the partial UCI omission. Hence, a simple solution is preferred. We have slight preference for Alt3 in the above agreement.
Proposal 3:
· Support the following solution for partial UCI omission feature
· Alt3. Prio(lambda,l,m,q)=2L.RI.Mv.q + 2L.RI.P(m)+ RI.l + lambda 
· Note: This implies that DD basis is designated the least priority
PMI search complexity for different number of time units N4
For the PMI codebook with Doppler-Domain (DD) compression (Q = 2), N4 precoding matrixes corresponding to N4 DD units are reported. The complexity of the PMI search is increasing with larger N4 value. In the worst-case, PMI search complexity may be linearly increasing with N4. Difference of the complexity for different N4 values shall be considered for the CPU (CSI processing unit) occupancy rules and/or UE capabilities. If it is not considered, UE which supports the new PMI codebook will be forced to indicate lower count of CPUs and/or lower number of CSI-RS ports/resources configured for the new codebook in UE capability report. To solve this issue, we propose to consider the following alternatives to handle the PMI search complexity for the DD compression PMI codebook with Q = 2 for different N4 values.
· Alt1: Number of CPUs is equal to the number of DD units N4
· Alt2: Separate UE capability for number of CSI-RS ports/resources per each N4 value
Proposal 4: 
· Consider the following alternatives to handle the PMI search complexity for the DD compression PMI codebook with Q = 2 for different N4 values
· Alt1: Number of CPUs is equal to the number of DD units N4
· Alt2: Separate UE capability for number of CSI-RS ports/resources per each N4 value
CSI prediction performance 
The CSI prediction performance depends on many factors including wireless channel properties, UE speed, properties of reference signals (CSI-RS) and CSI prediction implementation at the UE. In general case all the above factors can not be known at the gNB side. Thus, acceptable prediction performance cannot be guaranteed for all the cases which may lead to degradation of system performance if channel prediction is enabled. To avoid the performance loss, UE feedback of CSI prediction performance can be considered. 
Also, one of the factors which may be controlled by the gNB to improve the CSI prediction performance is the number of CSI-RS instances transmitted to the UE (e.g., for filter weights training for a linear prediction algorithm and/or for larger order of linear predictor). For CSI prediction with aperiodic CSI-RS, a few CSI-RS burst may be not enough to achieve acceptable CSI prediction performance. Or, depending on the maximum Doppler frequency, gap between CSI-RS transmissions may be larger than the optimal value. Thus, additional signalling from the UE may be needed to inform gNB about the minimum number of CSI-RS instances before the first CSI report with CSI prediction and/or the gap between two CSI-RS instances.
Considering the above discussion, we propose to consider at least the following features which can help to enable robust CSI prediction and avoid performance loss. 
· UE capability on recommended number of CSI-RS instances for predictor parameters training
· UE report on recommended number of CSI-RS instances and gap between CSI-RS instances
· A bit or set of bits in a CSI report indicating CSI prediction performance
· E.g., bit which is equal to 0 if CSI prediction performance is not acceptable, or reporting of a metrics which represents channel prediction performance
Proposal 5: 
· Consider at least the following features to enable robust CSI prediction and avoid performance loss
· UE capability on recommended number of CSI-RS instances for predictor parameters training
· UE report on recommended number of CSI-RS instances and gap between CSI-RS instances
· A bit or set of bits in a CSI report indicating CSI prediction performance 
· E.g., bit which is equal to 0 if CSI prediction performance is not acceptable, or reporting of a metrics which represents CSI prediction quality
Time Domain Channel Properties (TDCP) reporting
At the last RAN1 meeting significant progress was achieved on the TDCP reporting. The main principles for TDCP calculation and reporting are captured in the following agreement. 
	Agreement
For aiding gNB determination of codebook switching and SRS periodicity with the Rel-18 TRS -based TDCP reporting, support reporting quantized wideband normalized amplitude/phase of the time-domain correlation profile with Y≥1 delay(s) as follows:
· Basic feature: Y=1 with delay≤ Dbasic symbols, only wideband quantized normalized amplitude is reported
· FFS: Candidate values for delay
· Optional feature: Y=1 with delay>Dbasic symbols and Y≥1, wideband quantized normalized amplitude and phase for each delay are reported 
· For Y>1, the phase can be configured to be absent for all the Y delays
· TBD: Whether the value of Y is configurable or following the delays from the configured TRS resource
· TBD: Candidate value(s) for Y>1
· FFS: Value of Dbasic


However, many details of TDCP reporting are not decided yet. One important issue is reference signal enhancements and configuration of reference signals to measure TDCP. According to the WID [1], TDCP report is based on TRS (CSI-RS for tracking). The minimum periodicity of TRS is 10 ms according to the current NR specification. Thus, 5 ms delay for TDCP calculation is not supported with one TRS resource set. However, if multiple TRS resource sets are configured, depending on the periodicity and slot offset configured for different TRS resource sets, the delay value may be lower or larger than 10 ms. Also, aperiodic TRS can be configured which allow to dynamically change the delay value by triggering the aperiodic TRS in different slots. 
Thus, in our view there is no need to modify the TRS design or add new TRS periodicity values to support TDCP report. Multiple periodic CSI-RS resource sets with different slot offset and periodicity or one periodic and one aperiodic CSI-RS resource sets can be considered for TRS. 
Proposal 6: 
· Legacy TRS configuration can be used with 2 or more CSI-RS resource sets with trs-info enabled
· Option 1: Multiple periodic CSI-RS resource sets with different slot offsets and periodicities
· Option 2: One periodic and one aperiodic CSI-RS resource sets
Another important issue to support TDCP reporting is quantization of the time-domain correlation values calculated for the TDCP report. Since the threshold for the codebook switching and SRS periodicity adaptation use cases is usually close to 1 (e.g., 0.98 and 0.8 respectively), non-uniform quantization with denser quantization closer to 1 can be considered for TDCP amplitude reporting. In particular, 1 – qn quantization alphabet can be considered, where 0 < qn < 1 is uniformly distributed in logarithmic scale (in dB). For example, the following alphabet can be used for TDCP amplitude quantization , where Q is the number of bits for amplitude quantization, N and s are constants which define the range and the step in logarithmic scale. 
For phase quantization, if phase reporting is enabled for reporting of time-domain correlation with Y > 1 delays, 16-PSK quantization with 4 bits can be used. 
Proposal 7: 
· Support the following alphabet for TDCP amplitude quantization 
· 
· Support 16-PSK alphabet for TDCP phase quantization
In the agreement on TDCP design captured above, candidate values for the delays are not defined and marked as for further study. In our view the delay values can be implicitly determined based on the slot offsets between the corresponding CSI-RS resource sets for tracking configured for TDCP report. It allows to configure different delays and dynamically change the delay value if aperiodic CSI-RS resource set is used. 
Proposal 8: 
· Delay value(s) are implicitly determined based on relative slot offset of the corresponding CSI-RS resource sets for tracking configured for TDCP report
CSI enhancements for CJT 
Details on Frequency Domain basis selection
Two modes are supported for the Frequency Domain (FD) basis selection for the CJT PMI codebook, where mode 1 corresponds to independent selection of FD vectors across TRPs while mode 2 corresponds to common selection of FD vectors across TRPs. At the last RAN1 meeting the following agreement was made to clarify independent selection of FD basis for mode 1 CJT PMI codebook. 
	Agreement
On the Type-II codebook refinement for CJT mTRP, for mode-1, down select (in RAN1#112) only one from the following schemes
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources 
· Alt2.  independently selected across N CSI-RS resources (without any per-CSI-RS-resource FD basis selection offset)
For all the above alternatives, the legacy FD basis selection indication scheme is applied on each selected FD basis.
Note: Per previous agreements, the number of selected FD basis vectors (Mv/pv or M) is gNB-configured via higher-layer signalling and common across the N CSI-RS resources


Alt1 from the above agreement corresponds to the rotation of FD basis commonly selected across all the TRPs with rotation factor reported by the UE per each TRP. If the rotation factor is integer, this operation is equivalent to shift of FD vectors, where the rotation factor (φn) is reported per TRP. Overhead for mode 1 with Alt1 is very close to the overhead of mode 2 with the difference of up to 15 bits for 4 TRPs and 26 subbands in case of integer-valued rotation factor. 
Alt2 from the above agreement corresponds to independent selection of FD basis per TRP without any additional constraints. This option has full flexibility of FD basis selection and requires larger number of bits for FD basis reporting.
Thus, Alt2 is the simplest alternative which corresponds to flexible independent selection of FD vectors. Mode 1 CJT PMI codebook with Alt1 has smaller difference comparing to mode 2, especially if integer values for rotation factor are only supported. In our view, if Alt1 is supported for selection of FD vectors in mode 1, fractional rotation factor values should be supported so that the potential performance gains for mode 1 comparing to mode 2 are larger.
Proposal 9: 
· Support independent FD basis selection (Alt2) for mode 1 
· If Alt1 is supported for mode 1, support fractional values of the rotation factor
Details on Spatial Domain basis selection
Optimal number of SD vectors for precoding matrix compression may be different for different TRPs. Since the total number of SD vectors is limited, the SD vectors allocation problem is important to consider for increased efficiency of the PMI reporting. At the RAN1#111 meeting the following agreement was made on SD basis selection for CJT PMI codebook. 
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, for a configured value of NTRP, a set of NL combinations of values for {L1, ..., LNTRP} is gNB-configured via higher-layer (RRC) signaling
· When NL>1, the selected combination of values for {L1, ..., LNTRP} is reported in CSI part 1 using an indicator, selected from the NL configured combinations
· NL =1 is one of the supported candidate values 
· FFS: Other supported value(s) of NL, and its respective UE capability
· FFS: The supported combinations of values for {L1, ..., LNTRP}
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = 2*N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and 
· for Rel-17-based refinement, the gNB configures a set of N_L combinations for {alpha1, ..., alphaNTRP}   where  
FFS: Whether the set of NL combinations of values for {L1, ..., LNTRP} can be implicitly derived
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


Also, the following two agreements were made at the last RAN1 meeting on the supported combinations for number of SD vectors per TRP {Ln}.
	Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {Ln} for the higher-layer-configured value of NTRP (FFS by RAN1#112: whether the bracketed permutations are also supported):
· FFS by RAN1#112: whether other combinations can be supported
FFS (by RAN1#112bis-e): Whether/how the supported combinations of {an} for Rel-17-based refinement are derived from the supported combinations of {Ln} for Rel-16-based refinement 
FFS: Whether the total number of Ln is a UE capability

	NTRP
	{Ln} combination

	1
	{2}

	
	{4}

	
	{6} (analogous to legacy, only for total # ports =32, rank 1-2, R=1

	2
	{2,2}

	
	{2,4}, [{4,2}]

	
	{4,4}

	3
	{2,2,2}

	
	{2,2,4} [and its other permutations]

	
	{4,4,4}

	4
	{2,2,2,2}

	
	{2,2,2,4} [and its other permutations]

	
	{2,2,4,4} [and its other permutations]

	
	{4,4,4,4}


Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, regarding the list of supported combinations of {Ln}, only support the following additional combinations:
	NTRP
	{Ln} combination

	2
	{4,2}

	3
	{2,4,2}, {4,2,2}


No other permutations are supported.
FFS: For NTRP>1, in addition to the supported combinations/permutations, whether to support at least one additional combination where at least one of the Ln values (n=1, …, NTRP) is 6


One open issue for the configuration of the number of SD vectors is support of {Ln} combinations with L = 6. Since the total number of SD vectors (sum of Ln values) defines the PMI search complexity and overhead, {Ln} combinations with L = 6 can be supported if the total number of SD vectors for the {Ln} combination with Ln = 6 is not larger comparing to other {Ln} combinations and if justified by better performance/overhead trade-off.
Proposal 10: 
· If {Ln} combination with L = 6 is considered, the total number of SD beams should not be larger comparing to other {Ln} combinations
The combinations of parameters {pv, beta} are configured separately from the combinations of {Ln}. However, some linkage for the {pv, beta} and {Ln} configuration may be supported as it is captured in the below agreement.
	Agreement
On the Parameter Combination of Type-II codebook refinement for CJT mTRP, support linkage between the list of supported {Ln} combinations and list of supported {pv,b} combinations via pairing each combination for {pv,b} with at least one combination for {Ln}, for each NTRP value.
· FFS (by RAN1#112bis-e): The exact list of supported pairs/linkage, or restriction of {Ln} when paired to each of {pv,b}
· FFS (by RAN1#112bis-e): Whether/How to support configuration signalling for indicating the linkage
· Note: While no additional codebook parameter will be introduced, the total number of SD basis vectors across CSI-RS resources can still be used as a criterion for choosing the supported pairs/linkage


Considering that {Ln} combination can be selected by the UE based on configured NL candidate {Ln} combinations, UE selection of {pv, beta} together with {Ln} may be required. In order to avoid it, {Ln} combinations with the same {pv, beta} can be configured. Dynamic selection of {Ln} with the same {pv, beta} or different {pv, beta} may have different UE implementation. Thus, we propose to discuss whether configuration of NL > 1 {Ln} combinations with different {pv, beta} is supported.
Proposal 11:
· RAN1 to discuss whether configuration of NL > 1 {Ln} combinations with different {pv, beta} is supported 
Codebook Subset Restriction
Codebook subset restriction (CBSR) is supported for Regular Type II and Type I PMI codebooks which allow to avoid undesired beamforming directions for the PMI reporting. Also, CBSR is supported for the NCJT CSI report with separate configuration of the CBSR per TRP. For CJT CSI, RAN1 agreed to support similar approach as for NCJT with CBSR configuration per TRP (per CSI-RS resource).
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding CBSR, at least for restricting SD basis selection, the legacy CBSR scheme is fully reused for each of the RRC-configured NTRP CSI-RS resources (resulting in CSI-RS-resource-specific SD beam group restriction)
· FFS: Whether amplitude restriction is CSI-RS-resource-common or specific, and soft vs hard restriction
· FFS: Whether CBSR can be configured to be off for a CSI-RS resource
The same rank restriction is applied across NTRP CSI-RS resources


In our view there is no need to configure soft amplitude restriction for the new CJT PMI codebook. Hence, we propose to support hard (On/Off) SD vectors restriction for CBSR. 
Proposal 12: 
· Support hard (On/Off) SD vectors restriction for CBSR
Priority rules for partial UCI omission
Partial UCI omission feature is supported for PMI codebooks from Rel-15 NR. For the partial UCI omission, it is assumed that PMI coefficients are ordered in a certain way according to the corresponding priority equation. The following agreement w.r.t. partial UCI omission for CJT PMI codebook was made at the last RAN1 meeting. 
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, down-select between the following three alternatives (by RAN1#112-bis where n denotes the n-th CSI-RS resource):
· Alt1. Prio(l,l,m,n)=() .N.RI.P(m)+N.RI.l(n)+N.l+n 
· Note: This implies that CSI-RS resource is designated the highest priority
· Alt2. Prio(l,l,m,n)=2L’.Qn).RI.N3+2L’.RI. P(m)+RI.l(n)+l
· Note: This implies that CSI-RS resource is designated the lowest priority (after FD basis)
· Note: L’ denotes the max value of Ln from all selected N CSI-RS resources
· FFS: Q(n) maps the index n according to a rule, e.g., Q(n)=n, or Q(n)=0 if n corresponds to strongest TRP/SCI.
· Alt3. Replace SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(l,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+ l
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m


In our view the partial UCI omission feature should not be extensively used by the gNB, i.e., gNB can configure large enough PUSCH container size or enough resources for full UCI transmission. So, there is no need to optimize performance for the partial UCI omission. Hence, simple solution is preferred. We have slight preference for Alt3 in the above agreement.
Proposal 13:
· Support the following solution for partial UCI omission feature
· Replace SD vector index in legacy priority function calculation with joint SD vector index and TRP index (Alt3)
Conclusion
In this contribution aspects related to the CSI enhancements for high/medium UE velocities and CSI enhancements for CJT were discussed. The following observations and proposals were made.
Observation 1: 
· Performance degradation of up to 0.8% in average UE throughput and up to 2% for cell-edge UE throughput is observed for Alt3A comparing to Alt1. 
· 48 bits can be saved for configurations with M = 4 and 84 bits for configuration with M = 7 for Alt3A comparing to Alt1

Observation 2: 
· Parameter combinations {p1,2, beta} = {1/8, 1/4}, {1/8, 1/2}, {1/4, 1/2}, {1/4, 3/4} provide good performance/overhead tradeoff considering both average and cell-edge UE throughput
Proposal 1: 
· Support the following parameter combinations with L = 4
· {p1,2, beta} = {1/8, 1/4}, {1/8, 1/2}, {1/4, 1/2}, {1/4, 3/4}
Proposal 2:
· 4-bit wideband CQI and 2-bit sub-band CQIs for both CQIs is supported for X = 2 CQIs (no overhead reduction)
Proposal 3:
· Support the following solution for partial UCI omission feature
· Alt3. Prio(lambda,l,m,q)=2L.RI.Mv.q + 2L.RI.P(m)+ RI.l + lambda 
· Note: This implies that DD basis is designated the least priority
Proposal 4: 
· Consider the following alternatives to handle the PMI search complexity for the DD compression PMI codebook with Q = 2 for different N4 values
· Alt1: Number of CPUs is equal to the number of DD units N4
· Alt2: Separate UE capability for number of CSI-RS ports/resources per each N4 value
Proposal 5: 
· Consider at least the following features to enable robust CSI prediction and avoid performance loss
· UE capability on recommended number of CSI-RS instances for predictor parameters training
· UE report on recommended number of CSI-RS instances and gap between CSI-RS instances
· A bit or set of bits in a CSI report indicating CSI prediction performance 
· E.g., bit which is equal to 0 if CSI prediction performance is not acceptable, or reporting of a metrics which represents CSI prediction quality
Proposal 6: 
· Legacy TRS configuration can be used with 2 or more CSI-RS resource sets with trs-info enabled
· Option 1: Multiple periodic CSI-RS resource sets with different slot offsets and periodicities
· Option 2: One periodic and one aperiodic CSI-RS resource sets
Proposal 7: 
· Support the following alphabet for TDCP amplitude quantization 
· 
· Support 16-PSK alphabet for TDCP phase quantization
Proposal 8: 
· Delay value(s) are implicitly determined based on relative slot offset of the corresponding CSI-RS resource sets for tracking configured for TDCP report
Proposal 9: 
· Support independent FD basis selection (Alt2) for mode 1 
· If Alt1 is supported for mode 1, support fractional values of the rotation factor
Proposal 10: 
· If {Ln} combination with L = 6 is considered, the total number of SD beams should not be larger comparing to other {Ln} combinations
Proposal 11:
· RAN1 to discuss whether configuration of NL > 1 {Ln} combinations with different {pv, beta} is supported 
Proposal 12: 
· Support hard (On/Off) SD vectors restriction for CBSR
Proposal 13:
· Support the following solution for partial UCI omission feature
· Replace SD vector index in legacy priority function calculation with joint SD vector index and TRP index (Alt3)
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Appendix
Table 1. Evaluation assumptions for CSI enhancements for high/medium UE velocities
	Parameter
	Value

	Scenario
	Dense Urban (Macro only)

	Layout
	Hexagonal grid with 2 tiers (19 sites)

	ISD
	500 m

	Carrier frequency
	2 GHz 


	Simulation bandwidth
	20 MHz with 30 kHz subcarrier spacing, 52 PRB

	Tx power
	41 dBm

	UE distribution
	Uniform, 100% Outdoor with 60 kmph speed

	UE antenna configuration
	2 Rx X-pol slant 0/90 degrees

	BS antenna configuration
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8) λ

	Traffic model
	FTP 1 with 0.5 Mbytes packet size, high traffic load (~65% resource utilization)

	TRP association
	RSRP based,
Handover margin = 0 dB

	Transmission mode
	MU-MIMO with rank adaptation

	Scheduling
	Proportional Fair

	OLLA
	10% BLER target

	MU-MIMO precoding
	MMSE, 8 BS layers max

	Elevation beamforming
	One vertical beam per TXRU electrically down-tilted to 100 degrees

	UE receiver
	MMSE-IRC

	UE noise figure
	9 dB

	HARQ
	4 HARQ transmissions max



Average UE thropughput

Alt1	381	605	829	1041	0	3.5219150854555181E-3	7.5038045033346545E-3	1.0245221974094498E-2	Alt3A, S=M	333	557	781	957	-7.092799497044E-3	1.1904224930365803E-3	2.6301922016180868E-3	8.705028443561913E-3	Overhead (bits)


Gain (%)




Cell-edge UE throughput

Alt1	381	605	829	1041	0	3.8589309033043584E-3	4.1966702217952623E-3	4.496676664219601E-3	Alt3A, S=M	333	557	781	957	-2.2393895847189649E-2	-2.7056732992274402E-3	5.0568438023792517E-3	5.097963848962106E-3	Overhead (bits)


Gain (%)




Average UE throughput

p = 1/8	197	309	421	0	2.3825722297221574E-2	3.0046612051852772E-2	p = 1/4	269	381	605	829	1.2168932532664156E-2	3.9242946320426242E-2	5.8615652588482892E-2	9.0794594366939263E-2	p = 1/2	453	649	1041	4.2760120579969252E-2	5.9157091914681326E-2	8.121875191665473E-2	Selected	197	309	605	829	0	2.3825722297221574E-2	5.8615652588482892E-2	9.0794594366939263E-2	Best	197	269	309	381	453	605	829	0	1.2168932532664156E-2	2.3825722297221574E-2	3.9242946320426242E-2	4.2760120579969252E-2	5.8615652588482892E-2	9.0794594366939263E-2	Overhead (bits)


Gain (%)




Cell-edge UE throughput

p = 1/8	197	309	421	0	6.8373835755459744E-2	7.8889199165632418E-2	p = 1/4	269	381	605	829	2.9206447620163889E-2	3.5050109498086179E-2	0.11599168501209789	0.18860379321359599	p = 1/2	453	649	1041	4.9232112379158144E-2	9.0313058422861969E-2	0.17572694684581092	Selected	197	309	605	829	0	6.8373835755459744E-2	0.11599168501209789	0.18860379321359599	Best	197	269	309	421	605	829	0	2.9206447620163889E-2	6.8373835755459744E-2	7.8889199165632418E-2	0.11599168501209789	0.18860379321359599	Overhead (bits)


Gain (%)
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