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In RAN1 meeting #112, the following topics for beam management (other than EVM) have been covered during the meeting [2].
· Type of beam prediction
· Model performance monitoring and performance matrix
· Information reporting from UE to NW
· Spec impacts related to data collection, model inference, and model monitoring
· Assistance information
Companies reached the following agreements during the meeting, as summarized in the Chair’s note of the meeting [1].

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded

[bookmark: _Ref129681832]Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).

Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement

In this contribution, we further discuss aspects related to AI/ML based beam management other than evaluation methodology/EVM.
Sub use cases of BM-Case1 and BM-Case2

Model inference at the network side
[bookmark: _Hlk115254927]In meeting #111, the following agreement was reached.
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

In meeting #112, the following was proposed by the FL in email discussion but didn’t get time for online/offine discussion.
Proposal 4.2.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a network-side AI/ML model, study the feasibility and potential spec impacts (if feasible) from the following aspects as a starting point 
· Whether/How to align the common understanding between NW and UE on the mapping between beam pairs and UE’s associated Rx beams
· Whether/How to indicate a beam pair / Tx beam /Rx beam from NW to UE
· whether/how Rx beam related information corresponding to a Tx beam reported from UE to NW
· Note1: The potential down-selection/prioritization (if any) on the types of beam prediction is a separate discussion 
Note2: The performance and spec impacts should be considered.

While about half of the companies commented to support the FL proposal 4.2.1, there are also other companies have different opinions. Major opinions include 
· For beam pair prediction, the indication of Rx beams to the other side should be applicable to inference at both NW-side and UE-side. 
· For NW-side model, it is very difficult to control UE Rx beam in terms of beam prediction. For example, the Rx beam prediction is very sensitive to UE rotation, UE Rx pattern and other UE side features. 
Note the first point is not an opposing opinion; instead, it wants to broaden the application scope of this proposal. For the second point, we understand the concern that the UE Rx beam may not be stable for beam prediction, for example, due to UE rotation. However, cases like UE rotation may not happen frequently and for big portion of the UEs. Therefore, in most cases, this information will help to improve the performance of the model.
In addition, for both BM-Case1 and BM-Case2, in our view if the prediction output is the Top-N beams (or beam pairs), or the prediction output is the probabilities of Top-1 beam for all beams (or beam pairs) in Set A, there is a need to map measured L1-RSRPs for Set B to the corresponding beams (or beam pairs) in Set A in general, either directly or indirectly for training and inference purpose. The exchange of such information may have standards impact.  
We therefore propose the following, similar to what have been agreed for UE-side model inference.
Proposal 1: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact of AI model inference from the following aspects.
· Indication of the associated Set A from UE to network, e.g., association/mapping of beams/beam pairs within Set A and beams within Set B if applicable

Input of BM-Case1 and BM-Case2
Going back to meeting #110bis-e, as documented in the FL’s summary [3] of the offline discussions, views from companies on the training input diverged quite a bit, in particular, on the assistance information. The following is a list of all the assistance information received during the discussion (note the crossed-out items in the table indicate that they didn’t get enough support in meeting #112).
	
	Assistance Information

	For NW-side model
	· UE location
· UE moving direction
· UE Rx beam shape/direction
· Expected Rx beam ID/angle, 
· Beam pair ID
· Rx beam angle
· Rx beam ID 
· Maximum number of Rx beams

	For UE-side model
	· NW-side beam shape information (3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.)
· Expected Tx beam ID/angle
· Beam pair ID
· Tx beam ID (and it can be indicated by RS ID implicitly)


The idea was to use this list as the starting point and screen through them; only to keep the assistance information that is really needed. 
During meeting #111, input of BM-Case1 and BM-Case2 was not discussed, again because different companies had different preferences on the alternatives of model inputs so it would be hard to reach consensus. 
During meeting #112, the topic of model input was picked up again and, due to different opinions of companies, the group reached two conclusions as shown in the Introduction section. Basically the conclusions said that the group was not able to reach consensus to support the following assistance information as model inputs (note these items are shown as crossed-out text in the table above).
· For NW-side model: UE location, UE moving direction and UE Rx beam shape/direction
· For UE-side model: NW-side beam shape information (3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.)
It is our view that the exact features selected as input to AI/ML model are considered implementation dependent and proprietary. In our evaluation of AI/ML for beam management in [4], we use only the L1-RSRP as input and we have observed decent performance. As the use of assistance information may include additional overhead, including power consumption, signalling, and the associated study effort involved, we believe it is reasonable to request that, if assistance information is used for training, significant  performance gain is needed to justifiy against the overhead of obtaining and exchanging the assistance information.
[bookmark: _Hlk118202931]Observation 1: Assistance information may come with additional cost like signalling overhead, extra UE measurement overhead (including complexity, power consumption, etc.).  There is usually a trade-off between performance gain and the associated overhead. On another aspect, some of the proposed assistance information may be proprietary so neither the NW nor the UE is willing to expose it to the other side, unless there is a substantial gain for exposing such information.
Proposal 2: When assistance information is used as input, study its performance gain vs. the standards impacts and overhead, as well as whether exposing such information is appropriate/agreeable.

Output of BM-Case1 and BM-Case2

During meeting #110, the following agreement has been reached on model output.
	RAN1#110

Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output




During Meeting #110bis-e, #111 and #112, little progress has been made on the model output of both BM-Case1 and BM-Case2, even though proposals were received and sometimes heavily discussed. On one hand, down-selection from multiple alternatives seemed not achievable as companies had different opinions. On the other hand, people thought that we had not done enough evaluation on “other information” and didn’t have good descriptions for them.  
In our view, companies are encouraged to share their output while they should be given some flexibility in determining the output of their model. From this aspect, unless there is a standards impact, there is no need to specify the exact output of the model (we know it is difficult too), as long as their systems know how to interpret the outputs. Another thing we would like to point out is, unlike UE reports which likely have standards impact, model outputs usually do not have standards impact.
Observation 2: Model outputs are typically used internally and hence without standards impact. Therefore, unless there are standards impacts involved, exact model outputs don’t need to be explicitly specified in the standards.  
Proposal 3: Specify exact model outputs only when standards impact is involved while companies are encouraged to share their model output details for AI/ML based beam management.

Potential standards impact 

Standards impact related to UE capabilities reporting
During meeting #112, UE capability reporting was not addressed. However, we believe the legacy UE capability reporting may need some enhancement(s) to support the application of AI/ML models. As an example, depending on deployment scenario and UE capability, multiple AI/ML models may be used to support different scenarios. In this case, information like UE capability pertinent to AI/ML operations and/or other attributes like mobility may be used in selecting the AI/ML model. 
Proposal 4: Regarding AI/ML-based beam management, study the standards impact, including AI/ML related UE configuration/capability reporting, which may be related to AI/ML model selection/configuration (like activation/deactivation) in case multiple trained AI/ML models are deployed, or other LCM procedures.

Standards impact related to model generalization

During meeting #110bis-e, the following agreement related to model generalization was achieved.

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

In meeting #112, model generalization was not discussed. We think model generalization is a very important aspect of AI/ML-based approaches. It refers to the capability of the model to adapt to previously unseen data, or even sometimes data from different scenarios.  Depending on the source and target scenarios or configurations, their data availability situation and AI/ML tasks expected to be generalized, various techniques can be leveraged, e.g., transfer learning. In some cases, supporting model generalization may require additional information (e.g., data from the new scenario, either labelled or unlabeled) to be collected which may introduce standards impact, then these standards impact needs to be discussed.
Proposal 5: Study Standards impact, if any, related to supporting model generalization across scenarios and/or configurations, for example, indication of a configuration change that may require additional pre-/post-processing or applying adaptation techniques.

Standards impact related to training data collection
During meeting #112, the following FL proposals related to the mechanism of training data collection has been discussed but failed to be approved. 

Proposal 3.2.1: Regarding the data collection mechanism for NW-side AI/ML model training at NW side, study the following options as a starting point
· Opt.1: UE reports M1 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set A, Set A+B, Set B), where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE reports M2 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M3 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M2 (M2>0) and M3 can be larger than 4
· FFS: the range of M2, M3
· Opt.3: UE reports M4 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M5 beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
· Other option(s) is not precluded
· Note1: From UE perspective, the measurement and reporting related to one beam set may be separate from/transparent to the operations related to another beam set  
· Note2: Data collection for model training may be implemented by gNB in a transparent way
· Note3: Potential down-selection/prioritization will be discussed later
· Note4: Overhead, UE complexity and power consumption should be considered for the above options

The FL encouraged people to study the pros and cons of each alternatives before doing a potential down selection. 
It is our understanding that either approach works for the purpose of training data collection. The main aspect of consideration would be which approach is more efficient (i.e. introduces less overhead). From this aspect, here are our observations.
· Between Opt.1 and Opt.2, even though Opt.1 reports 1 set of measurement results while Opt.2 reports 2, it is hard to tell which one wins on the aspect of less overhead because we are not sure about the number of measurement results reported in each set; the number of 1 set in Opt.1 could be larger than the sum of 2 sets in Opt.2.
· However, in Opt.1 the reporting may be done in one shot if the number of measurement results (M1) is allowed (i.e., M1 is smaller than the reporting limit) while in Opt.2, the same or smaller number of measurement results may need to reported via two rounds of signaling exchanges.
· The issue with Opt.1 is that the NW needs to have the knowledge of which beams belong to Set A and which others belong to Set B. Otherwise, either the NW-side does not get enough reporting, or the NW-side gets more-than-enough reporting.
· For Opt.3, the collection of the measurement results of the first set of beam (e.g., Set B) is the same as in Opt.1 and Opt.2. However, it saves on the overhead by replacing the measurement results of Set A with the indicators of the beams.
Based on the observation above, we would propose to adopt Opt.3 as the baseline for training data collection due to its low overhead. Note in the following proposal we keep the uses of M4 and M5 so the readers can compare it with Proposal 3.2.1 in the FL’s summary [2] of meeting #112.
Proposal 6: Regarding the data collection mechanism for NW-side AI/ML model training at NW side, study the following approach as the baseline mechanism (Opt.3 in Proposal 3.2.1 from RAN1#112).
· UE reports M4 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M5 beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
· Other option(s) is not precluded
Conclusions
In this contribution we observed and proposed the following.
Proposal 1: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact of AI model inference from the following aspects.
· Indication of the associated Set A from UE to network, e.g., association/mapping of beams/beam pairs within Set A and beams within Set B if applicable

Observation 1: Assistance information may come with additional cost like signalling overhead, extra UE measurement overhead (including complexity, power consumption, etc.).  There is usually a trade-off between performance gain and the associated overhead. On another aspect, some of the proposed assistance information may be proprietary so neither the NW nor the UE is willing to expose it to the other side, unless there is a substantial gain for exposing such information.
Proposal 2: When assistance information is used as input, study its performance gain vs. the standards impacts and overhead, as well as whether exposing such information is appropriate/agreeable.
Observation 2: Model outputs are typically used internally and hence without standards impact. Therefore, unless there are standards impacts involved, exact model outputs don’t need to be explicitly specified in the standards.  
Proposal 3: Specify exact model outputs only when standards impact is involved while companies are encouraged to share their model output details for AI/ML based beam management.
Proposal 4: Regarding AI/ML-based beam management, study the standards impact, including AI/ML related UE configuration/capability reporting, which may be related to AI/ML model selection/configuration (like activation/deactivation) in case multiple trained AI/ML models are deployed, or other LCM procedures.
Proposal 5: Study Standards impact, if any, related to supporting model generalization across scenarios and/or configurations, for example, indication of a configuration change that may require additional pre-/post-processing or applying adaptation techniques.
Proposal 6: Regarding the data collection mechanism for NW-side AI/ML model training at NW side, study the following approach as the baseline mechanism (Opt.3 in Proposal 3.2.1 from RAN1#112).
· UE reports M4 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M5 beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
· Other option(s) is not precluded
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