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Introduction
In this contribution, we summarize issues regarding AI/ML general aspects agenda in RAN1 #111. 
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Summary of contributions in RAN1#112
Definitions of terms, symbols and abbreviations

Proposals for changes
Fraunhofer: 
Proposal 1: Change the Reinforcement Learning (RL) Definition as follows:
Reinforcement Learning (RL): A process of training an AI/ML model (policy) to interact with an environment and take actions (model’s output) based on the environment’s current state (model’s input), with the goal of maximizing the expected cumulative reward (feedback signal). For the AI/ML model (policy) training, direct interaction with the environment, available logged data from the environment, or a combination of both can be used.


New terminologies 
Fraunhofer: 
Proposal 2: The following concepts/terms shall be introduced:
· Fault: a specific problem caused by the performance degradation of the AI/ML model. For example, for a beam management model, the RSRP/SINR values of the chosen beams are declining.
· Fault indication: signs that could imply the existence of a fault. For example, a mismatch between the statistics of input data in the AI/ML model during Inference and the training data for the specific AI/ML model, could indicate a problem on the model’s performance.
· Fault type or root cause of a fault: the underlying reason a fault is observed. For example, we have a blockage or reflections in the radio environment and the AI/ML model’s performance degrades, as it is not trained for this. 

General AI/ML Framework
Description of the stages of Machine Learning
Futurewei:
Proposal 1: Take the functional framework in TR 38.817 (RAN3 Functional Framework) as the starting point and refine it based on RAN1 needs. It can be continuously refined based on RAN1 progress.

Huawei:
Proposal 2: Figure 2 can be considered as the diagram for high-level general AI/ML framework.
[image: Shape

Description automatically generated with medium confidence]
[bookmark: _Ref126587012]Figure 2 Diagram of the general framework for air-interface AI/ML

Ericsson:
[bookmark: _Toc127531091]Proposal 1: Adopt the functional framework in Figure 1 for anchoring discussions related to NW-UE collaborations.
[bookmark: _Ref127432881][image: A picture containing text

Description automatically generated]
Figure 1. A functional framework for discussing model LCM aspects.

Spreadtrum:
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.

Vivo:
Proposal 13: Based on the Framework for RAN intelligence, RAN1 to introduce an updated general framework that can reflect the key components of AI for air interface.


Figure 6-2: Updated general framework of AI for air interface.

LG:
Proposal #1: Adopt the 4 functions and their relation defined in TR37.817 as a starting point for AI/ML functional framework.
· The functional framework may be modified later based on the progress of LCM
Proposal #2: AI/ML model can be categorized based on different scenarios in that which entity (i.e. either UE or NW) has which AI/ML function(s). 
Proposal #3: Define the following three stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Model monitoring & update stage

CATT:
[image: Diagram

Description automatically generated]
Proposal 3: Compared to RAN3 framework, life cycle management becomes much more complicated and should be considered carefully in RAN1 framework.
Proposal 4: Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.
CAICT:
Proposal 2: The framework of LCM should include at least three categories: LCM for two-sided models, LCM for AI model at UE side and LCM for AI model at NW side. 
Intel:
Proposal-1: The following functional frameworks are proposed based on NW-UE interaction
· Single sided model at NW (identical to RAN3 with small air-interface impact)
· Single sided model at UE (identical to RAN3 with small air-interface impact)
· Two-sided model (more significant air-interface impact)

Proposal-3: Consider defining a Model LCM flow chart based on the agreed terminologies of data-collection, model training, model deployment, model registration, model selection/activation/deactivation, model inference, model monitoring, model update and model transfer 

CMCC:
Proposal 13: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed can be studied.
Panasonic:
Proposal 9: LCM framework not involving online training should be prioritized discussion.

Nvidia:
Proposal 1: The defining stages of AI/ML related algorithms, including the model generation, e.g., model training (including input/output, pre-/post-process, online/offline, etc.), model validation, model testing, the model inference operation, e.g., input/output, pre-/post-process, and the associated complexity, needs to be analysed case by case.

Lenovo:
[bookmark: _Toc127513254][bookmark: _Toc127436774]Proposal 3: Study a general procedure of AI/ML model LCM with agreed components, and gradually extended as the study progress.

[image: Shape
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[bookmark: _Ref118210128]Figure 1 An illustration on the general procedure of AI/ML model LCM

Apple:
Proposal 9: Use TR 37.817 functional framework as the starting point for RAN1 functional framework discussion. 

Proposal 10: Considering additional performance monitoring block in the functional framework.  
[image: ]

Fig 2: Proposed functional framework with performance monitoring

Qualcomm:
Proposal 1: Adopt the general AI/ML framework diagram shown in Figure 1.

Model Storage
Model Inference
model transfer/delivery
Model Management (monitor, select, activate, deactivate, switch, fallback) 
output
model inference control
inference data
Data Collection
training data
monitoring data
Model Training 
model deployment/update
model training control

[bookmark: _Ref127433945]Figure 1: A general AI/ML framework

TCL:
[bookmark: OLE_LINK674][bookmark: OLE_LINK673]Proposal 1: A new common functional framework of AI/ML for air-interface need to be studied.
[image: Graphical user interface, text, application, chat or text message
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Fig.1. Common functional framework of AI/ML for NR air-interface
Proposal 2: A common functional framework of AI/ML over air-interface may include the following functions: data collection, model training. model inference, model monitoring and actor.

Issue 5-1: framework diagram
RAN1 could define a functional framework to identify functional requirements of an AI/ML architecture with adequate AI/ML model characterization, start studying different aspects of LCM and anchor discussions related to NW-UE collaborations. A basic functional framework of AI/ML for NR RAN in TR 37.817 can be considered as a starting point for RAN1 study. One block that RAN1 could add is a model management block endowed with many functionalities such as functionality/model monitoring, selection, activation, deactivation, switching and fallback results in the below diagrams. The Actor block may or may not be needed. RAN1 may want to add a model storage block to capture model transfer/delivery that was not needed in the RAN3 framework. Below, the FL took two proposals (from Qualcomm and CATT) to get this discussion started.
[FL1] Discussion 5-1a:
Take the following two diagrams as a starting point for discussion of how RAN1 wants to capture general framework for AI/ML for NR air interface.
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output
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inference data
Data Collection
training data
monitoring data
Model Training 
model deployment/update
model training control


[image: Diagram

Description automatically generated]

	Company
	Comments

	Nokia/NSB
	We may have to consider two different frameworks as highlighted in our contribution. Figures are copied below for reference as it was not captured above. 
We support initiating some discussion on general framework (may be some guidelines at the start to develop this further until next meeting should be fine) considering two different tracks of functionality-based LCM and model based LCM. 
[image: ]
[bookmark: _Ref125459589]Figure: An overview of Model ID-based LCM applicable for proprietary model formats . 
[image: ]
[bookmark: _Ref125459736]Figure: An overview of Functionality (ID)- based LCM (inference operating mode), applicable for both proprietary and open ML model formats. 



	Fujitsu
	We prefer to address the framework with mode-ID-based LCM. Since the proposed diagram in our tdoc was not captured above, we copy it here for easy the discussion. The diagram can be divided into two parts, one part is for model management procedures (offline) such as model training and update, the other part is for model real time operation procedures such as model inference and model monitoring (online). Two type of model IDs are introduced for each part respectively.
[image: ]

	Vivo
	The diagram needs to be updated continuously based on understandings from different use cases. 
We prefer a simple one can be referred to in chairman notes. 
It is premature to list too many details within the framework.
 

	Huawei, HiSilicon
	If the intention of this proposal is to choose one of the two diagrams, we prefer QC’s version as a starting point, which is simpler, and has smaller number of terminologies which RAN1 has not approved.
On top of QC’s version, some comments:
1) Model storage is not a RAN1 terminology, and it is not self-explanatory why the color is grey (not mandatory?). If the intention is that the model is stored at an entity before being delivered, it can use some notes to clarify beneath the diagram. 
· BTW, model deployment should not be between training and storage, but between storage and inference.
2) Model update should be an action triggered by model management to model training, rather between training to storage/inference.
3) Model selection is missed? Can be placed between training and inference.
4) Model deployment may be partially overlapped with model transfer/delivery.

	NTT DOCOMO
	We prefer not to introduce two frameworks as a starting point. It should be either one so that the understanding can be aligned between companies. In CATT proposal, one block is AI/ML model. However, should it be model inference instead? All blocks are associated with AI/ML model.

	Xiaomi
	Before we discuss the whole Framework diagram, we need to align our understanding in each component of the LCM. But currently, some components e.g., model transfer/delivery, model/functionality identification are not clear. So we suggest to deprioritize the discussion on the whole framework and prioritize on the discussion on the component of the LCM 

	Samsung
	Qualcomm’s proposal is simpler and preferred for discussion. 
Question to the FL: In our understanding, some of the components of the functional framework (FFW) may or may not have specification impact. Is it correct? We may perhaps indicate this understanding. 
[Mod] Correct
The term “model management” can be modified as  “model functionality management”.

	CATT
	Yes, and we are open to further polishing. For example, if the group starts with our figure, we are OK to change ‘AI/ML model’ into ‘Model inference’, or combine three data collection blocks together.
Also fine to start with QC’s version.

	LG
	We prefer simpler framework as a starting point, TR37.817 or proposals from Huawei/Vivo/Apple.

	ETRI
	We don't have strong preferences. But we don't understand how the framework diagram can help the RAN1 discussion. For example, the proposed framework diagram does not explain well the RAN1 discussions such as signaling collaboration, one-/two-sided AI/ML model, functionality/model identification, etc.

	Mediatek
	The general framework can be discussed later when there is sufficient progress and understanding on the aspects of LCM. It companies want to discuss the framework, we need to identify the necessary functions first and the framework we start the discussion should be generic and simple. 

	ZTE 
	We don’t see the need to have a general framework now as we don’t have common understandings on different procedures. Our view is that the general framework is only for easy understanding to read the TR. But for now, we can focus on the LCM details. We can come back after everything is clear.

	Ericsson
	For figure 1, the model deployment step to storage seems more of a registration step, how to store of models should anyway be outside RAN1/3GPP. We prefer to remove the storage block.
[Mod] Motivation for model storage is because we are discussing model delivery/transfer. 
Model monitoring is hided into management, which we think should be a separate block. 

	Lenovo
	We think since there are variable AI/ML approaches, we need some very high level general framework to describe the common features as much as possible. As we in our contribution, R1-2211772, we proposed to have ‘Model management’, ‘Data collection’ and ‘Model inference’. For ‘Model training’, as ever discussed, it can be done within RAN or not, i.e., the model can be generated via delivery/transfer or local training. Thus, based on Qualcomm’s proposal, we suggest merging ‘Model Training’ and ‘Model storage’ to ‘Model generation’, including ‘local training’ and ‘delivery/transfer’, controlled by ‘Model management’.
In addition, could the difference between ‘Model Management’ and Model ‘Life-Cycle Management (LCM)’ in the context be clarified? 
[Mod] LCM is likely understood as a broader term that also includes data collection, training, and inference.

	Panasonic
	We don't see the need of two diagrams are used as the starting point. As the upper diagram is more common among companies, to start from the upper figure can be sufficient.

	Fraunhofer
	The second diagram (provided by CATT) strikes a good balance between abstraction and detail. The first diagram (provided by Qualcomm) requires some fine-tuning – in our view the comments from Huawei are a good starting point for this.

	OPPO
	We do not see the intermediate need to determine the framework diagram, which is not helpful for the discussion. We suggest to focus on the study on each LCM aspects.

	Google
	Share the same view with OPPO

	AT&T
	We support using the first figure (QC version) as the starting point with some edits.
The model storage block is unclear regarding its purpose and should be removed. 
[Mod] Motivation for model storage is because we are discussing model delivery/transfer.

	TCL
	The framework of AI/ML over air-interface should include the following functions: data collection, model training. model inference, model monitoring and actor. As given 
[image: Graphical user interface, text, application, chat or text message
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[bookmark: _Hlk128708559][FL closing remark] Not treated
[bookmark: _Hlk128708601]This was not treated in this meeting. Please bring discussions in the next meeting, but this will not be discussed in high priority.

Collaboration levels
Spreadtrum:
Proposal 1: Confirm the working assumption on the definition of Level y-z boundary.

Google:
Proposal 1: Do not confirm the working assumption on level y-z boundary and maintain the level y-z boundary based on the agreement in RAN1 #109.

LG:
Proposal #8: For collaboration level z, RAN1 should focus on RAN1-specific issues only, and the details of model transfer such as model format should be handled by RAN2, if needed.

CAICT:
Proposal 1: Collaboration level z should include one-sided AI model and two-sided AI model cases.
Sony:
Proposal 1: RAN1 should prioritise the study of collaboration level y&z between transmitter and receiver to identify issues and solutions.
Intel:
Proposal-2: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
· Level 0: No collaboration
· Level 1a: Signalling-based collaboration for single-sided model without model transfer
· Level 1b: Signalling-based collaboration for two-sided model without model transfer
· Level 2: Signalling-based collaboration for two-sided model with model transfer

CMCC:
Proposal 1: Confirm the working assumption on Level y-z boundary.
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Rakuten:
Proposal 2
Confirm the following working assumption:
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Proposal 3 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application
The above clarification can be independently defined as framework, instead of clarification of the collaboration levels.

Proposal 4
For collaboration level z, controllable model parameters should be aligned with collaboration level y.

Nvidia:
Proposal 2: RAN1 to further clarify the meaning of “dedicated AI/ML-specific enhancement.” 
· For example, if RAN1 introduced the feature that “UE to report the measurement results of more than 4 beams in one reporting instance” for AI/ML based beam management, would the feature be qualified as “dedicated AI/ML-specific enhancement”?
AT&T:
Proposal 1: Confirm the working assumption from RAN1#110bis-e for the collaboration level y/z boundary definition.  

Samsung:
Proposal #5:  Confirm the working assumption regarding the boundary for collaboration level y-z by clarifying “ transparent to 3gpp signalling” as follows
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
Clarifying note: Level y includes cases without model delivery. 
Clarification note2: “transparent to 3GPP signalling” means neither the model delivery nor the model delivery related signaling is supported via control plane. 

Proposal #6:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
Level y-1: Signalling-based collaboration for one-sided model without model transfer
Level y-2: Signalling-based collaboration for two-sided model without model transfer
Level z-1: Signalling-based collaboration for one-sided model with model transfer
Level z-2: Signalling-based collaboration for two-sided model with model transfer

NTT Docomo:
Proposal 1: Define NW-UE collaboration level based only on signalling perspective.
Proposal 2: No need to define the sub-level of NW-UE collaboration level.
NEC:
Proposal 15: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.

[bookmark: _Hlk128108235]Issue 5-2: (placeholder)


ML model Life Cycle Management
	RAN1 #110 Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 




Data collection
	Conclusion from RAN#1 110-bis-e
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)





FutureWei:
Proposal 2: When studying data collection from two directions, study the method of indicating the capabilities of one side to the other side, in a way that reflect its storage capacity. In addition, study the mechanisms of reducing the size of data needs to be transmitted over the air interface considering the balance between performance and the overhead.

Huawei, HiSilicon:
Proposal 3: Study the potential spec impact of data collection from realistic networks for supporting the LCM of AI/ML model, including at least:
· Enhanced/dedicated RS design.
· Enhanced UE measurement/report.
· Type/format of the data sample(s).
· Signaling for indicating/requesting data collection.

Proposal 4: For data collection, study the procedure/signaling to generate/carry data sample(s), including both L1 and L3 measurement/reporting.
Proposal 5: Study the following aspects to improve the quality of dataset during data collection:
· Improving the quality of data samples, e.g., improving the accuracy of the measured labels.
· Indicating the quality requirement of data samples to be reported.
Proposal 6: The necessity of introducing new assistance information for data collection/categorization should be justified, considering the awareness of some configurations/information from the other side have already been supported.
Proposal 7: The assistance information for data collection/categorization, if studied, should avoid the disclosure of proprietary.
· E.g., the explicit interpretation of the scenario/configuration should be avoided.

ZTE: 
Proposal 1: When data generation entity and data processing entity (e.g., for model training/inference/monitoring) are on the same side, the specification enhancements should focus on RS configurations for data collection. Current RS configurations can be reused to define the associated scenarios/configurations of the data.
Proposal 2: For the purposes of data collection when data generation entity and data processing entity (e.g., for model training/inference/monitoring) are on different sides, further study:
· Signaling enhancements on configuration of reference signals and measurement report;
· Enhance existing measurements or define new measurement types to be discussed per use case.
Proposal 3: For the purpose of identifying a dataset between network side and UE side, further define the following terminology:
	Dataset identification
	A process/method of identifying a dataset for the common understanding between the NW and the UE
Note: The process/method of dataset identification may or may not be applicable.
Note: Information regarding the dataset may be shared during dataset identification.




Ericsson:
Proposal 20: Study 3GPP data collection mechanisms to support UE performing data logging/collection and reporting the collected data to NW over the air-interface for model training.
Proposal 21: Recommend RAN2 to study specific details of an RRC-message based data collection framework to support UE performing data logging/collection and reporting the collected data to NW for model training
Proposal 22: Study in RAN1 the requirements of data collection for model inference per AI on PHY use case.
Proposal 23: Recommend both an RRC-message based and L1 fast (i.e., similar to aperiodic CSI reporting) based data collection methods for NW side model monitoring.
Proposal 24: RAN1 to study specific requirements on RRC-message based data collection method for NW side model monitoring. When conclusions are reached on the requirements, RAN1 would indicate that to RAN2 so that RAN2 can study the corresponding RAN2 aspects.
Proposal 25: RAN1 to study specific requirements and specification impacts of an L1 fast CSI reporting based data collection method for NW side model monitoring.

Google:
Proposal 2: Rel-18 should prioritize the data collection for model interference, model monitoring and model selection, and the data collection for model training and update should be deprioritized.
Vivo:
Proposal 14: Study data collection for both model training and model monitoring.
Proposal 15: Study L1, L2 and L3 reporting of collected data.
Proposal 16: Study options for interactions between different entities for data collection, e.g., the interactions between UE, gNB, LMF, NWDAF, etc.
Proposal 17:	Study the following two kinds of data collection from overhead and latency perspective. 
· Direct collection of raw data over air-interface
· Techniques to reduce data collection overhead should also be studied
· Collection of data characteristics/statistics over air interface
Proposal 18: Study the following assistance information for data collection:
· General description of collected data, such as purpose, size and configuration;
· UE hardware information (meta data), such as antenna information;
· Environment information, such as cell ID, scenario ID and SNR.
Proposal 19:	Study the two following reporting formats for a large number of collected data samples:
· Large number of samples in one report with low reporting frequency;
· Small number of samples in one report with high reporting frequency.
Proposal 20: Study the data compression for multiple samples in collected data reporting.
Proposal 21: Study the periodic, semi-persistence, aperiodic and event triggered collected data reporting.
Proposal 22: Study how to overcome the impact of noisy or imperfect labels.
Proposal 23: Study ways for UE to report its capability for data collection regarding expected pre-processing, data storage, feature extraction and report for data collection.

Xiaomi:
Proposal 1: Data collection from network to UE and potential network operation to facilitate the data collection on UE side should be supported
Proposal 2: 
· AI framework agenda provides guidance to the data collection in each use case in order to share necessary information to RAN2 
· What is the requirements of the data collection for model training (focus on the offline training ), model inference and performance monitoring, respectively 
· Data amount, latency, privacy, …
· What is the input and output of the AI model 
· What is the associated information should be collected 
· What is the assistance information would be involved
· The detailed procedure/signalling for the data collection is discussed per use case based on the guidance
Nokia:
Proposal 6: To overcome the vendor-specific training data limitations and ensure that a robust, yet vendor-specific ML model can be trained with sufficient accuracy, vendor-specific data needs to be artificially diversified and enlarged, before used for training a vendor-based ML model. RAN1 to study how UE vendor-specific data can be diversified by means of sharing assistance data across UE vendors.
Proposal 7: Training dataset delivery over the NR air interface should be minimized (avoided as much as possible).
NEC:
Proposal 1: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training (including fine-tuning) and model inference.
CAICT:
Proposal 3: Data collection signaling for multiple use cases should be considered to simplify signaling design.
Intel:
Proposal-4: Consider characterizing the different aspects of data-collection – content of data, data-size and latency/periodicity for training/inference/monitoring data corresponding to the different use-cases
CMCC:
Proposal 3: For data collection, study the potential spec impact of dataset delivery based on 3GPP signaling.
Proposal 4: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.
Proposal 5: To further improve the system performance, study the mechanism to reduce overhead of data collection in LCM.

Nvidia:
Proposal 9: For AI/ML LCM, study potential specification impact related to data collection for different purposes, including model training, model inference, model monitoring, model selection, model update, etc.
Proposal 10: For AI/ML model training in each NR air interface enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.

Lenovo:
Proposal 4: 	Study the requirements and potential specification impact to collect data for model initial training, monitoring and adaptation (e.g., update), separately.
Proposal 5: 	Associate the dataset for the AI/ML model with scenario/configuration/site-specific setting, at least for performance conformance evaluation.
Proposal 6: 	Study data collection scheme for model monitoring per sub use case and take Rel-17 signaling and procedure as the starting point.
Proposal 7: 	Study the feasibility of the proposed data collection scheme for model update with respect to the payload and delay requirements.
Proposal 8: 	Study data collection schemes for dataset construction to initially train the one-sided models, especially the Network-side model.
Samsung:
Proposal#12: Study the necessity, requirement and specification of data collection for two cases of purposes
· Case1: Real-time purposes, e.g., model monitoring, inference, selection, switching, etc.
· Case2:   Non-real-time purposes, e.g., model training, update

Proposal#12: Study the following two directions of data collection where applicable, assess their pros and cons and specification impact:
· Network-side data collection and assistance information from UE
· UE-side data collection and assistance information from network
Proposal#13: Study per each use case the feasibility/frequency/overhead of dataset collection before designing the dataset sharing framework

Qualcomm:
Proposal 2: For data collection for model training, RAN1 should focus on what data should be collected. Mechanism for training data collection needs architectural considerations and should be handled by other working groups. 
Proposal 3: Data collection need for real-time model monitoring, switching, and selection should be evaluated and justified first by each use case, taking OTA overhead into account. Methods without data collection should be favored.
Proposal 4: Regardless of how and where training data has been collected, the training data should be made available to the vendor(s) responsible for model development, and where the model development is done is determined according to where the AI/ML model inference runs.
Proposal 13: Network should provide sufficient assistance information to UE in order to allow exploring various model development decisions, such as developing a family of models for the given functionality.

NTT Docomo:
Proposal 9: Assistance signalling including scenario/configuration ID should be assumed for dataset collection, model training, and model inference of scenario/configuration-specific AI models. 
Proposal 10: Study DL RS request for UE side data collection.  

MediaTek:
Proposal 4: Data collection comprises multiple functional entities serving for different purposes of functions. The functional entity of data collection is co-located with the function for which the dataset is used. 
Proposal 5: Data collections should consider the requirements of data size, latency, validity, security and privacy. Consider distinct data requirements for different purposes, e.g., offline training and model monitoring/inference.
Proposal 6: Study UP-based data delivery from the UE to the OTT server where data set is built. Study the following mechanisms for data collection: utilize existing or extension of existing L1/L3 measurement and report procedure or utilize procedure particular for data collection request and control.
Proposal 7: Study the proprietary way, 3GPP specified way and combination of them for dataset exchange for two-sided model Type 3 training.

TCL Communication:
Proposal 4: As a step of data collection, the quantization can be done with different requirements for different purposes.

Issue 5-3: Dataset identification
It is observed from several companies that dataset identification and annotation may be useful/necessary for various purposes, such as 
· Dataset sharing between parties, such as in Type 3 two-sided model training
· To enable the development of a set of specific models
· For performance conformance evaluation

[FL1] Proposal 5-3a:
For the purpose of identifying a dataset between network side and UE side, further define the following terminology:
	Dataset identification
	A process/method of identifying a dataset for the common understanding between the NW and the UE
Note: The process/method of dataset identification may or may not be applicable.
Note: Information regarding the dataset may be shared during dataset identification.



	
	Yes
	No

	Agree?
	 Nokia/NSB Huawei, HiSilicon, ZTE, NEC
	

	Company
	Comments

	Nokia/NSB
	Ok in general. 

	Fujitsu
	In the case of model-ID-based LCM, we think dataset can be identified by the model-ID of the model that the dataset is applied to. In this way, it seems no need to have a separate dataset identification procedure.

	vivo
	Currently we do not see much necessity for defining this terminology.

	Huawei, HiSilicon
	Fine in general. But a clarification question: what is the difference between dataset identification and model identification? It seems both need an ID to select/pair a corresponding model?

	NTT DOCOMO
	Current proposal lacks the information about what dataset is identified. In our view, identified dataset is the one which can be collected/shared between NW and UE.
Hence, we prefer to modify the definition as follows. 
A process/method of identifying a dataset which can be collected/shared for the common understanding between the NW and the UE

	Xiaomi
	In our understanding, there may be two potential approaches for the data set identification
· Approach 1: the data set is already constructed and accessible for NW or UE. And identification purpose is to indicate which data set is used. 
· Approach2: the identification purpose is to indicate which parameter and methodology is used for the data set generation. Then UE or NW could generate the data set by the indicated parameter and methodology by UE or NW. 
We are not sure which approach does this terminology refer to 

	Samsung
	Ok. 

	CATT
	We are fine with this definition. 

	LG
	To our understanding, dataset identification is needed only for limited case(s). It seems not urgent to define terminologies for the case(s). 

	ETRI
	We are fine in general.

	Mediatek
	The necessity as well as motivation to define this terminology is not clear to us. 

	ZTE
	Similar views as moderator that the terminology is useful. In addition,
1. The dataset ID can be used together with model ID. The dataset ID may be used for defining the applicable conditions of the model during model identification process if both UE and NW already have the same understanding on the dataset(e.g., for Type 3 CSI training method). 
2. The dataset may be constructed/collected offline, the dataset ID is used for identifying a dataset. 
3. The dataset ID can be an implicit ID to avoid the disclosure of proprietary information during data collection.

	Ericsson
	Also share the view on the necessity for defining the term. Propose to await the discussion on model and functionality identification. 

	Lenovo
	We think the common understanding and definition on the associated data set can facilitate the performance comparison for different AI/ML models, especially for the proprietary ones.  

	Panasonic
	Although what data is used for the common understanding between the NW and the UE, we are not sure the need to define such terminology for the step as data identification. 
If the terminology is necessary, "the dataset for the common understanding between the NW and UE" might have the name as it can be different from just other dataset

	Spreadtrum
	We are fine with the direction. It is helpful to understand how to train/develop AI/ML model for Type3 training

	Google
	Share the same view with vivo

	AT&T
	Ok with the definition, but we have concerns on the necessity of the definition and how/where this ID will be used. 

	NEC
	We are okay with the proposal to study dataset identification. Like some other companies have mentioned, we also think that model Id can be reused for this purpose.

	TCL 
	OK



[FL closing remark] Not treated
This was not treated in this meeting. Please bring related discussions in the next meeting in view of the overall framework.

Issue 5-4: Dataset annotation and categorization
The following proposal continues the discussion from Proposal 4-6 in RAN1#111. Developing models applicable to specific conditions requires ways to associate a dataset with associated information regarding the applicability conditions.

[FL1] Proposal 5-4a:
To enable the development of models applicable to specific conditions (e.g., scenario, configuration, site,  device type, etc.), study ways to associate a dataset with a specific applicability condition:
· Assistance signaling of NW-side applicability information for UE-side data collection
· Assistance signaling of UE-side applicability information for NW-side data collection
Note: The study should consider the feasibility of disclosure of propriety information

	
	Yes
	No

	Agree?
	 DCM, LG
	

	Company
	Comments

	Nokia/NSB
	Not fully clear about the intention of the proposal. 
The functionality identification should handle the same detail that was discussed in the above proposal. As functionality is defined with specific conditions (e.g., scenario, configuration, site,  device type, etc.), we do not see any need of a separate association for datasets.  Functionality is associated with one or more models, and models are associated with datasets. Therefore, the association between datasets and functionalities may be there. 

	Fujitsu
	We think further clarifications is needed for the proposal. 
For example, the meaning of ‘scenario’ and ‘site’ referring to real application and/or specification need to be further clarified. 

	vivo
	Support

	Huawei, HiSilicon
	One thing to clarify: as the data is to be tagged, it also includes the corresponding by nature? E.g., NW data collection, it needs the UE report of ground-truth CSI (CSI case)/label of beam ID/RSRPs (BM case) so that the associated applicability information can be useful; similarly, for UE data collection, it needs NW to indicate the recovered CSI to UE to calculate SGCS (CSI case). The changes are suggested accordingly.
- Assistance signaling of NW-side applicability information for UE-side data collection, including the indication of the corresponding data if applicable
- Assistance signaling of UE-side applicability information for NW-side data collection, including the report of the corresponding data if applicable

	NTT DOCOMO
	Support the proposal. Categorization of the dataset is important for scenario/configuration specific model management.

	Xiaomi
	Generally, we are OK with the proposal 

	Samsung
	Agree with Nokia. We would like to include functionality in the examples. A dataset can be associated with the functionality of a model it is collected for. 

	CATT
	OK with the intention. In our view, it is equivalent to ‘study assistant information (meta data) of collected data’, maybe not just for developing scenario/configuration/site specific models.

	LG
	Generally fine.

	ETRI
	We share similar views with Nokia and Samsung. The above proposal regarding scenario/configuration/site identification should be discussed along with functionality/model identification.

	Mediatek
	Generally, we agree with the principle, but not clear whether such association of a data set to a specific applicability condition is implementation-based or something needs to be specified. 

	ZTE
	Generally fine with the proposal. The applicable conditions for data collection and applicable conditions for a model during model identification can be discussed separately. However, the relationship should be further clarified.

	Ericsson
	Share the view by Nokia, Samsung, ETRI.

	Panasonic
	Share the view by Nokia.

	Lenovo
	We are OK for such association, but a bit confused on the proposal, since the two sub-bullets are just for data collection, not ‘dataset association’. We suggest the following updating:
To enable the development of models applicable to specific conditions (e.g., scenario, configuration, site,  device type, etc.), study ways to associate a dataset with a specific applicability condition, e.g.,
· Introducing assistance signaling of NW-side applicability information for UE-side data collection for dataset construction
· Introducing assistance signaling of UE-side applicability information for NW-side data collection for dataset construction
Note: The study should consider the feasibility of disclosure of propriety information


	OPPO
	Agree with Nokia. Should avoid introducing too many overlapped concepts. Now we have “functionality” and “model”. The dataset, if it needs to be identified, should be associated to functionality and/or model. The “condition” is not clear and not necessary.

	Spreadtrum
	Generally we are fine.

	Google
	Same view with Nokia and other companies.

	AT&T
	Similar view as Nokia, Samsung, ETRI.

	NEC
	Similar comment as Mediatek, although we agree with the intention firstly it needs to be clarified (per item) that which of the aspects can be handled in implementation manner.

	TCL 
	We support this proposal 



[FL closing remark] Not treated
This was not directly discussed in this meeting. Please bring related discussions in the next meeting in view of the overall framework.


[Closed] Issue 5-5: Data collection : contents of data collected
It has been agreed that data collection may be performed for different purposes in LCM, with different requirements. An important aspect is what data should be collected for each of the different purposes – training, model monitoring and inference. 
[FL1] Proposal 5-5a:
For data collection for model development and training, the data to be collected includes, if applicable:
· Model input data
· Expected model output data (ground truth) corresponding to the model input data
· Associated information (e.g., scenario, configuration, sites, etc.)
· NW-side associated information
· UE-side associated information

For data collection for model performance monitoring, the data to be collected includes, if applicable:
· Model input data
· Expected model output data (ground truth) corresponding to the model input data
· Actual model output data corresponding to the model input data
· Intermediate KPI

For data collection for model inference, the data to be collected includes, if applicable:
· Model input data
· Associated information (e.g., scenario, configuration, sites, etc.)
· NW-side associated information
· UE-side associated information

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Nokia/NSB
	From a general study perspective, the first proposal is not harmful. But our earlier comments are still valid on the need for this. 
Second and third proposal is Ok with us. 

	Fujitsu
	Data collection for training can be discussed first. For model monitoring and model inference, it seems no need to have a separate data collection procedure.

	vivo
	Seems need to be discussed for each use case.

	Huawei, HiSilicon
	The specific content of the data for training/monitoring/inference may better be studied for per use case.

	NTT DOCOMO
	The necessary information for the model monitoring depends on the performance metric. It should be discussed per use case.

	Xiaomi
	Generally we are OK. But for the performance monitoring, collecting the associated information is also helpful. We suggest the following update for the performance monitoring 
For data collection for model performance monitoring, the data to be collected includes, if applicable:
· Model input data
· Expected model output data (ground truth) corresponding to the model input data
· Actual model output data corresponding to the model input data
· Intermediate KPI
· Associated information (e.g., scenario, configuration, sites, etc.)
· NW-side associated information
· UE-side associated information
· 


	Samsung 
	OK but each of the listed items may not be necessary, e,g, if model output and ground truth are reported, intermediate KPI could be redundant. So we would like to modify the proposal as follows:
For data collection for model development and training, the data to be collected may includes, if applicable:
· Model input data
· Expected model output data (ground truth) corresponding to the model input data
· Associated information (e.g., scenario, configuration, sites, etc.)
· NW-side associated information
· UE-side associated information

For data collection for model performance monitoring, the data to be collected may includes, if applicable:
· Model input data
· Expected model output data (ground truth) corresponding to the model input data
· Actual model output data corresponding to the model input data
· Intermediate KPI

For data collection for model inference, the data to be collected may includes,, if applicable:
· Model input data
· Associated information (e.g., scenario, configuration, sites, etc.)
· NW-side associated information
· UE-side associated information




	CATT
	Assuming we just want some high level guidance:
· OK with model training proposal.
· For model monitoring, it is strongly related to the detailed methods, i.e. based on intermediate KPI of inference accuracy, based on eventual KPI of system performance, based on input/output distribution… we’d better make it clear that what data is collected for each method.
· For model inference, the ‘associated information’ seems unnecessary. The information is more useful for, e.g. model selection.

	LG
	In case of pre-/post-processing, the collected data may not be same as model input/output. 

	ETRI
	We share view with other companies. It would be better to discuss the contents of data collected in each use case.

	Mediatek
	The data contents should be discussed first for each use case. We can abstract the common things in general aspect discussion later. 

	ZTE
	Better to be discussed per use case for more details. It’s fine for us to provide some guidance in 9.2.1.

	Ericsson
	Share the view that the discussion is better under each use case.

	Lenovo
	In general, we agree that the content of data set is different for different AI/ML module. However, they can and have to be discussed in each sub use case. It is not necessary to discuss the content issues in 9.2.1, but the ‘general requirements’ on the data set collection for different modules can be discussed in principle, such as payload, latency, etc.. 

	Panasonic
	We share the use case specific discussion can be better as these are more concrete.

	Fraunhofer
	The importance of data collection for monitoring, as well as the plurality of data types that can/should be collected is not reflected in this proposal. In this direction we agree with the comments from Xiaomi and CATT and we expand as follows:
The AI/ML model monitoring module is expected to support real-time actions like model switching, as well as long-term decisions/actions like model fine-tuning or re-training. This implies that it is not sufficient to only detect that the model is underperforming (by e.g., simply comparing the model output with ground truth data), but also determine the root cause of the problem that affects the model’s performance. 
For example:
· How can the monitoring identify the need for switching from model A to model B, if it is unable to determine that the current state of the radio environment is suitable to model B?
· How can the monitoring identify the need for fine-tuning of a model, if it is unable to determine that the model is consistently underperforming as opposed to e.g., the model has short-term drop of performance due to temporal effects?
We therefore propose that we do not limit the data collection for monitoring to the availability of ground truth data and/or intermediate KPIs, but determine this after our views on the monitoring functionality in connection to model management are aligned.

	OPPO
	We are ok to agree on a general description on data collection, and leave the detailed data contents to discussion of each use case. But the general description may not be necessary either, because it is too general, and not so helpful for the discussion.

	TCL
	Ok with the proposal and share the view that the discussion is better use case specific.



[FL3] FL comment 5-5b:
Closing the discussion, as many companies believe that this should be discussed per use case.
	Company
	Comments

	Panasonic
	We are ok.

	CATT
	OK.

	ETRI
	OK.

	Sony
	OK.

	Fujitsu
	Fine with it

	Fraunhofer
	OK.

	TCL
	Ok.



Model development and training
Huawei, HiSilicon:
Proposal 8: The discussion of online/offline training should be decoupled with whether the data collection/dataset delivery is performed via air-interface or non-air-interface.

Proposal 9: For the study of one-sided AI/ML model, model training without model transfer/delivery should be considered as a starting point, i.e.,
· On-Network training for Network-side model.
· On-UE training for UE-side model.

Ericsson:
Proposal 14: Deprioritize studies and discussion on over-the-air training between NW and UE.  

Spreadtrum:
Proposal 4: For model training for one-sided model, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
Proposal 5: For one-sided AI/ML model, model training and model inference at the same side should be considered as a starting point, i.e.,
· Network-side training for Network-side model
· UE-side training for UE-side model
Proposal 6: Offline AI/ML model training is the first priority.
Oppo:
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.
Google:
Proposal 3: Model training should focus on offline training in Rel-18, where more than one models can be trained with regard to different scenarios and use cases.
Proposal 4: For 1-side mode, Rel-18 SI should consider the following cases:
· Case 1a: The model is trained in NW side
· Case 1b: The model is trained in UE side.
Proposal 5: For 2-side mode, Rel-18 SI should consider the following cases:
· Case 2a: The models are trained in NW side and UE downloads the model from NW
· Case 2b: The models are trained in UE side and the UE uploads the model to NW
Vivo:
Proposal 24: Study the feasibility and necessity of defining model training capability, regarding latency of model training, dataset size for model training, etc.
Xiaomi:
Proposal 3: Prioritize the study of offline training in Rel-18
Nokia:
Proposal 8: RAN1 to prioritize in Rel.18 study the model training at one side (UE or NW), including separate training of the two-sided models.
Proposal 9: RAN1 to prioritize in Rel.18 study the offline model development and training
Fujitsu:
Proposal 6: Over the air training with data exchange between NW and UE should not be deprioritized. It is suggested that RAN2 studies the relevant procedure and signaling for dataset exchange, and can take the design for model transfer as a reference if STD workload is a concern.
CAICT:
Proposal 4: For one-sided AI/ML model, model training with and without model transfer from NW to UE should be considered.
Sony:
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.
Panasonic:
Proposal 8: Online training at the network is not required to have specific discussion. If specific measurement is required, it should be discussed in use case specific.
Proposal 9: LCM framework not involving online training should be prioritized discussion.
Proposal 10: The need of test after online training before the deployment needs some discussion.

Qualcomm:
Proposal 16: Model training needs to consider feasibility of disclosing proprietary model information to the other side
Proposal 17: Model training needs to consider device-specific design optimization, input, and capability.

Issue 5-6: training type de-prioritization
There are many opinions on deprioritizing certain training aspects. The FL captured them in a proposal in Section 2.6.



Two-sided model development and training
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at Network side and UE side, respectively.
· Type 3: Separate training at Network side and UE side, where the UE-side CSI generation part and the Network-side CSI reconstruction part are trained by UE side and Network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with Network side training [, or parallel training] at UE and Network
· Other collaboration types are not excluded. 



FutureWei:
Proposal 12: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts.

Proposal 13: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.

Huawei, HiSilicon:
Proposal 10: For training Type 1 (joint training of the two-sided model at a single side/entity), prioritize the study of joint model training at Network side and transfer/deliver the model to the UE side.

CAICT:
Proposal 5: For two-sided AI/ML model, joint training and separate training should be supported.

Samsung:
Proposal #9: Deprioritize two-sided model training collaboration that requires extensive sharing over the air interface of training, validation and testing dataset.   

Proposal #10: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the model development approaches adhere to 3GPP’s open and fair framework

Qualcomm:
Proposal 19: Two-sided model development/training framework
Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders.
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training

MediaTek:
Proposal 7: Study the proprietary way, 3GPP specified way and combination of them for dataset exchange for two-sided model Type 3 training.


Issue 5-7: (placeholder)


Functionality/model identification and methods of LCM

	RAN1 #110-bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
RAN2 #119bis-e agreement
R2 assumes that a model is identified by a model ID. Its usage is FFS.
RAN2 #119bis-e agreement
[bookmark: _Hlk128571144]R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

RAN1 #111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1 #111 Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 




	Remaining proposal (from 4-14d in RAN#1 111) discussed but were not agreed

Consider the following two potential approaches for model identification for further discussion:
· Approach 1: Information about the model being identified is provided from a non-3GPP entity or an organization to the NW. (RAN1 transparent)
· Approach 2: Model identity along with information about the model is shared from the UE to the NW.
Note: Information about the model being identified may be separately provided/programmed from a non-3gpp entity or an organization to the UE. (No 3gpp specification impact)
Note: After or during model identification, NW and UE may, if needed, communicate model availability/capability using the model identity.
FFS: Information provided during model identification

Note: For further discussion on model identification, RAN1 can focus on what information may need to be provided during model identification as well as any other aspects that may be of RAN1 relevance, whereas process/method of model identification is generally outside the scope of RAN1. 
Note: RAN1 can proceed other LCM discussions by simply assuming that model identification, if needed, has been done and that model identities, if needed, are available for the NW and the UE to utilize.

Note: Approaches for functionality identification are FFS and to be discussed.

FL recommendation 4-14e from RAN#1 111: 
Building on the following agreements, Proposal 4-14d, and related online/offline discussions, please bring your views on further details and approaches on functionality/model identification, how the functionality identification, model identification, and UE capability are inter-related, their applicability, and how ensuing functionality-based LCM and model-ID-based LCM should be performed.





Lenovo:
Proposal 2:	Update the term of ‘Functionality identification’ to be ‘Model functionality identification’ and the Note to be ‘Note: Information regarding the AI/ML functionality and/or AI/ML model may be shared during functionality identification’.
	Terminology
	Description

	Model functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality and/or AI/ML model may be shared during functionality identification.
FFS: granularity of functionality



Proposal 11: Introduce a two-level Model ID, one level is for functionality indication and the other level is for the multiple models within the same functionality.
Proposal 12: Study the content of the AI/ML model information to be shared during model (functionality) identification process, e.g., assistant data for model monitoring, applicable scenarios/configurations and decisions on model switching.
Samsung:
Proposal 1: RAN1 considers the following description on AI/ML model functionality: 

	Terminology
	Description

	Model functionality
	A specified set of tuples of (sub) use cases, scenarios and configurations a single AI/ML model can be applied for. 
e.g., functionality#A with asset of N tuples
 functionality#A = {{sub-use case#A1, scenario#A1, configuration#A1},{sub-use case#A2, scenario#A2, configuration#A2},…, {sub-use case#AN, scenario#AN, configuration#AN},
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Proposal #6: Study the necessity, advantages and disadvantages of model ID based LCM and functionality based LCM by considering 
1. Framework scalability: whether the LCM framework allows scalable adoption of new models
2. Model proprietary aspect: whether information regarding an AI/ML model can be kept private
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Proposal#7: For UE-sided AI/ML models functionality based LCM is adopted. 
· Network provides model LCM assistance on the basis of specified AI/ML functionalities.
· Capability reporting relies on the specified list of functionalities. 

Proposal#8: For two-sided AI/ML models, differ the conclusion on whether to adopt model-ID or functionality based LCM after evaluating the feasibility of 
· Case1: Two-sided models that work in a vendor-specific manner.  
· Case2: Two-sided models that work in a vendor-agnostic manner.

Qualcomm:
Proposal 12: Introduce the following terminologies
	Assistance information
	information provided from the network to the UE to assist UE-side model training, inference, monitoring, or activation/deactivation/switching decisions

	Meta information
	Information being provided about a model during model identification process.



Proposal 5: Functionality-based LCM is applicable to Level y collaboration.

Proposal 7: Functionality-based LCM is applicable for both one-sided and UE-part of two-sided models.

Proposal 8: Configuration ID, which is an abstraction of decoder ID(s), is signaled to UE for two-sided models as a part of functionality configuration in functionality-based LCM.

Proposal 9: Applicable information, such as gNB codebook index, is signaled to UE as a part of functionality configuration in functionality-based LCM.

Proposal 10: Model ID-based LCM is applicable to Level y collaboration.

Proposal 11: Models are identified by the model ID, and associated meta information known at the network is used for selection of the right model at the inference time.

Proposal 14: Model-ID-based LCM is applicable for both UE-side models and UE-part of two-sided models. 

Proposal 15: Model-ID-based LCM is applicable to Level z collaboration.

Futurewei:
Proposal 3: A model ID is a unique index that differentiates one model from other models within a network. The model IDs may or may not be globally unique.

Proposal 4: Each model ID should point to a list of information that describes the functionalities, associated features, and other characteristics etc. of the model. This list may be called “Attribute List”.

Proposal 5: Model ID and UE capability may not have direct relationship or dependency, except that model IDs may be carried in UE capability reports to inform the network about models that the UE supports.

Proposal 6: A functional ID is a unique index/number that differentiates one AI/ML-related function or model from other AI/ML-related functions or models within a network.

Proposal 7: A functionality ID can be structured into multiple fields to include hierarchical information.

Proposal 8: Each functionality ID should be mapped to an attribute list that describes its functions, features, and parameters etc.

Proposal 9: AI/ML functionality ID and UE capability may not have direct relationship or dependency, except that the supported AI/ML functionality can be made known to the network using the UE capability reports.

Proposal 10: Model registration is a process wherein vendors make a newly developed model known to the network by registering it. The model may be assigned a network-wide unique model ID as a result of the registration. The registration process may also populate the attribute list of the model, including the functionality of the model.

Huawei:
Proposal 11: For UE-side model and UE part model of two-sided model, model/functionality identification can be studied so that the Network can involve the model management by 
· Activating/deactivating/updating/falling back the UE part/UE-side AI/ML functionality based on functionality identification.
· Activating/deactivating/updating/falling back/selecting/switching the UE part/UE-side model based on model identification.
Proposal 12: For model identification for UE-side model or UE part model of two-sided model, study the potential spec impact of model ID based model identification, including:
· Procedure of model identification.
· The format of the model ID.
· Model description information, e.g., inference input/output information, needed configurations, required training information, etc.
Proposal 13: For model identification and LCM, a globally unique model ID or MNO unique model ID is generated for a specific UE part/UE-side model.

Proposal 14: For model identification, consider model ID assigned by Network for UE part/UE-side models.
· UE reports the existence of a new model, and Network assigns a model ID to this new model.
· Network proactively assigns a new model ID to UE when indicating model updating or model transfer to be performed.
Proposal 15: For model identification, study the mechanism to allow UE to timely report the list of currently supported UE part/UE-side models after identification, where the supported models may be a subset of all identified models.

Proposal 26: For the discussion of LCM, studying model activation/deactivation, model selection/switching, model monitoring, and [UE capability] in 9.2.1, while studying model deployment, data collection, model training, updating, inference, model monitoring, model fallback, and UE capability in the agendas of each use case can be a starting point.

ZTE:
Proposal 5: From RAN1 perspective, model/functionality identification should focus on UE-side model or UE part model of a two-sided model.
Proposal 6: For model identification of UE-side/part model, further study the following two approaches:
▪	Approach 1: Model information about UE-side/part model being identified is provided from a non-3GPP entity (e.g., network server or UE server) or an organization to NW. 
▪	Approach 2: Model information about the UE-side/part model being identified is shared from UE to NW
Proposal 7: Further study benefits and necessity of model information to be provided during the model identification:
▪	Model file either in proprietary format or open format.
▪	Model description information:
· Model functionality (e.g., Spatial beam prediction, CSI compression)
· Model input (e.g., input type, input dimension)
· Model output (e.g., output type, output dimension)
· Dataset used for training the model (e.g., for Type 3 training collaboration of CSI compression)
· Model generalization capability (e.g., the applicable scenarios/configurations)

Ericsson:
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Proposal 3	For use cases with one-sided model, responsibility for model LCM is clearly on the side that implements functionality for making model inference. Study per use case basis the necessity of assistance for model LCM
Proposal 4	Conclude that two-sided model LCM must enable a gNB to operate with a single model that works with different UE-side models.
Proposal 8: Conclude that functionality identification is used as a starting point for discussing LCM operations for one-side UE models, where the functionality is identified using the UE capability framework as defined in 38.331 and 38.306 as a starting point.
Proposal 9: Conclude that model identification via model-ID is not needed for one-side UE models
Proposal 13: Conclude that model registration is not needed for one-sided UE models, it is implicitly from the functionality identification.
Spreadtrum:
Proposal 7: For AI/ML model identification, the following information can be considered to be included into model description:
· Model ID;
· Model function;
· Model applicable condition;
· Model complexity;
· Model input;
· Model output
Oppo:
Proposal 1: Local ID is supported for indication of model selection/activation/deactivation/switching/fallback within an AI/ML functionality.
· FFS: Local ID-based model indication across multiple functionalities.
· Reuse the functionalities in the legacy 5G NR system for AI/ML operation. 
· For a specific functionality (e.g. CSI feedback, beam management, positioning), besides the traditional parameter sets/configurations, some AI/ML models can be additionally configured with Local IDs. 
Proposal 2: Reuse the definitions and configurations of functionalities in the legacy 5G NR system for AI/ML operation for AI/ML operation. 
· For each 5G NR functionality, the AI/ML models can be configured similarly to the legacy parameter sets/configurations. 
Proposal 3: Support Local ID-based model identification.
· Focus on design of Local ID-based model identification assuming non-3GPP-based model transfer.
· FFS: 3GPP-based model transfer/training. 
· First focus on following aspects:
· Required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Model transfer format (if needed).
· Study AI/ML model transfer for training with lower priority.
Proposal 4: At least for LCM with non-3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· FFS: Whether Global ID is needed and whether the Global ID needs to be defined in 3GPP specification.
Proposal 5: For LCM with 3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· Global ID may contain the information about the model (explicitly or implicitly). 
· FFS the information, e.g., use case, scenario, configuration.
· FFS: The mapping between the two types of IDs.
Vivo:
Proposal 8:	Functionality identification can be applicated in the following cases:
· The model is developed at the UE side and managed by the network side.
· The model is developed at the UE side and managed by the UE side.
Proposal 9:	Functionality identification are mainly applicated for the case where the models stored within UE are static and does not need frequent update.
Proposal 10:	 Functionality identification is based on UE capability report and RRC enabling and disabling procedures.
Proposal 11:	Model identification can be applicated in the following cases:
· The model is developed at the network side and run by the UE side.
· The model is developed at the UE side and managed by the network side where flexible model update/switch is needed for different scenarios.
· Two sided models are jointly developed by the UE side and network side.
Proposal 12:	 Consider to define the procedures as in Figure 5.2-1 for Model identification.
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Figure 5.2-1.  The generally procedure of the model-based LCM.

Proposal 34:	If model identification is used, model ID can be used for network to indicate the exact AI/ML model that is to be selected, activated, deactivated and switched.
Proposal 35:	If functionality identification is used, model selection and switching is done by UE through implementation, while model activation, deactivation, and fallback can be control by network using the indication of the model functionality.
LG:
Proposal #4: Functionality-based LCM should be adopted as a baseline approach, which is applicable for most cases. On top of that, model-based LCM can be considered for some special cases, e.g. two-sided model, with more focused work scope.

Proposal #6: Multiple performance references/requirements for AI/ML model should be considered for the same functionality, e.g. a relaxed prediction requirement and a tighter prediction requirement.

Xiaomi:
Proposal 4: Functionality information is provided from the UE to NW via air interface 

Proposal 5: For model identification
· Some of the information can be shared in RAN1 transparent way 
· The other information should be shared via air interface 

Nokia:
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Proposal 2a: For ML-enabled features studied in the context of air interface, the Functionality identification (a process/method of identifying an ML Functionality for the common understanding between the NW and the UE) contains the following information elements, 
a) Functionality ID: a label/tag/UUID which can uniquely identify the Functionality and the combination of the items b) - g) below. 
b) Additional ID/label/tags(s): 
a. If the model identification is applied, each of additional ID/label corresponds to a Model ID (see proposal 2b). 
b. Otherwise, each of additional ID/label corresponds to a Model to be monitored by the UE and/or gNB, and can used to identify the cause of performance variations of the Functionality supported by the Model. 
c) Applicable scenario/configuration/parameters/conditions that the Functionality is enabled for: including system and intermediary KPIs to be used for functionality-based LCM purposes.  
d) Input data type/source and preparation/pre-processing: including an indication of any delay-sensitive ML-specific data processing to be performed e.g., as an indication of the expected delay budget for such operation
e) Non-ML operation(s) (optional): indication of any non-ML operations/algorithms involved in the model functionality e.g., as an indication of the expected delay budget for such operations
f) Output data and post-processing (optional): including an indication of any delay-sensitive ML-specific output post-processing is performed e.g., as an indication of the expected delay budget for such operation  
g) Specific control signaling configuration(s) which enable and (partially) control the b) – f) operations and the corresponding Functionality-based LCM

Proposal 2b: For each of the Functionalities developed in the context of air interface, the Model identification (a process/method of identifying an ML Model for the common understanding between the NW and the UE) contains the following information elements, 
a) Model ID: a label/tag/UUID which can uniquely identify the ML Model (implementation version, etc.) either within the ML-enabled Feature (across several potential Functionalities) or only within a specified Functionality, and 
b) The associated information related to the ML Model
i. When proprietary ML model format is used, the associated information may include:
· Potential additional meta information required by the Functionality-based LCM
ii. When open ML model format is used, the associated information may include:
· Model input data preparation/pre-processing including indication on any feature extraction, feature selection or any other delay sensitive ML-specific data processing is performed e.g., as an indication of the expected delay budget for such operation
· Model output data post-processing including indication on any delay sensitive ML-specific output post-processing is performed e.g., as an indication of the expected delay budget for such operation  
iii. Specific control signaling configuration(s) which enable and (partially) control the i) or ii) operations and the corresponding Model ID based LCM

Proposal 4: RAN1 shall use the Model ID to uniquely identify one or more ML Models with associated information in the life cycle management procedures, as part of an ML Functionality.
· Study associated information first for the proprietary models and then extend it to open-format models.

Proposal 5: RAN1 shall use the Functionality ID to uniquely identify one or more ML Functionalities with their associated information in the life cycle management procedures, as part of an ML-enabled feature.
Proposal 11: In RAN1 each use case and sub-use cases can be identified by Functionality ID.
Proposal 13: For a two-sided model, study how to limit the maximum number of ML Models that need to be supported on the NW side for the same Functionality and/or ML-enabled Feature.

Proposal 16: Companies are encouraged to describe UE ML-related support for the ML-enabled Feature (each sub use case) and its associated Functionalities including: 
a) Support for Functionality (ID) based LCM and optionally support for Model ID based LCM operations
b) Description of the supported Functionalities, according to Proposal 2 
c) Description of the ML Model(s) part of a Functionality:
i. For proprietary ML model formats: only the minimum required associated (meta) information e.g., the Model ID(s), model status (training/inference, active/inactive), etc.
ii. For open ML model formats: Model IDs and associated (meta) information, model status (training/inference, active/inactive), etc.
d) Type of UE ML support described in items a) -c): fixed/permanent or temporary (implementation specific e.g., depending on the internal conditions or power consumption of the UE)

Proposal 17: Allow the UE to indicate changes in the Functionality of a ML-enabled Feature by providing a suitable reporting framework (e.g., a semi-static mechanism available in the form of UE assistance information).

Proposal 18: Allow the UE to report to the network when a two-sided ML model is updated at the UE side. It can be further discussed if the UE can continue using the currently active Functionality, prior to the ML Model update, or needs to switch to the new Functionality in a seamless manner.

CATT:
Proposal 9: For functionality identification, the granularity of functionality should be at least sub use case level. Whether finer granularity is needed can be FFS.
Proposal 10: The functionality of an AI/ML model can be identified by model identification. Whether functionality identification is the prerequisite of model identification can be left to normative phase. 
Proposal 11: For model identification, the following information can be considered as the starting point for model description information when provided from UE to NW:
· Information on model functionality,
· Information on model input/model normative input,
· Information on model output/model normative output,
· Information on assistance information for inference,
· Information on model performance,
· Information on concurrent use with other AI/ML models and/or non-AI/ML features,
· Information on applicable conditions,
· Information on pairing information for two-sided model.
Proposal 12: Model description information for model identification can be reused for model transfer.
Proposal 13: For an identified AI/ML model, further study the following aspects on the model ID: 
· Whether the model ID is reported by UE or assigned by network,
· Whether the model ID is global or not,
· Whether the model ID is explicit or implicit.

Fujitsu:
[bookmark: _Hlk127292279]Proposal 1: Add Approach 3 besides the two proposed approaches of model identification for further study:
· Model identity is assigned from NW to UE, upon model information reported from UE.

Proposal 2: To facilitate model-ID-based LCM, two types of model ID can be assigned to a model or a model part at UE side:
· Type-1 model ID is assigned to a model for its offline procedures. 
· Type-2 model ID is assigned to a model for its online procedures. 

Proposal 3: Regarding the two types of model ID for model identification:
· Type-1 model ID can be assigned by model owner to protect model’s proprietary information.
· Type-2 model ID can be assigned by NW to facilitate intensive model-related interactions between NW and UE.
[bookmark: _Hlk127292197]The linkage between Type-1 model ID and Type-2 model ID can be addressed as: Upon Type-1 model ID and related model information are reported from UE, NW assigns Type-2 model ID(s) to the model(s) of UE side for its interactions with the UE.
Note: The model ID format can be discussed in RAN2.

[bookmark: _Hlk127292187]Proposal 4: For one or more functionalities, UE capability report is mainly for NW to check hardware-related UE capabilities, such as:
· AI/ML availability
· AI/ML compile-able capability
· AI/ML capability for model training
· AI/ML collaboration level information
· AI/ML capability for model transfer, such as memory size
Type-1 model ID can be used in UE capability inquiry and report.

NEC:
Proposal 3: Support model-ID based lifecycle management also for NW-sided model.
Proposal 4: Model-ID can be explicitly included in LCM signaling to activate/deactivate/switch/select a specific AI/ML model
Proposal 5: For a two-sided model, study methods to align NW part and UE part of one AI/ML model, e.g., assigning NW part ID and UE part ID in addition to model-ID.

CAICT:
Proposal 6: Model functionality ID could be considered for functionality indication. 
Proposal 7: Model scope for different use cases needs further study.

Sony:
Proposal 5: RAN1 should consider supporting the individual functionality-based LCM and the common functionality-based LCM for indication of activation/deactivation/switching/fallback.

KDDI:
Proposal 3: In the functionality-based LCM procedure of the UE part/UE side model, as an extension of the existing UE capability, the NW can be informed of the functions that the UE side has.

Proposal 4: The content of functionality should be considered on a sub-use case-by-sub-use case basis, with information on sub-use cases as mandatory and other information as optional.

Proposal 5: In the functionality-based LCM procedure, model identification may not need to be performed.

CMCC:
Proposal 6: For model identification, the model ID can be assigned or provided by the network to facilitate model-ID-based LCM procedure.  
Proposal 7: For the model description information during model identification, the following aspects could be considered:
· Model functionality
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information
Proposal 8: For functionality identification, the functionality ID can be assigned by the network to facilitate functionality-based LCM procedure.  
Proposal 9: For the description information during functionality identification, the following aspects could be considered:
· Model functionality
· Applicability scenarios, configurations of models for the functionality
· Information on model input type(s)
· Information on model output type(s)
· Information on assistance information

ETRI:
Proposal 1: For the LCM of AI/ML in NR air interface, study the following two-step identification process:
· Step 1: AI/ML functionality identification step
· The gNB sends a UE capability enquiry to the UE.
· The UE reports UE capability information to the gNB.
· UE capability information includes supportable configurations for each AI/ML functionality.
· Step 2: AI/ML model identification step
· The gNB sends configurations related to AI/ML functionalities.
· Configurations related to AI/ML functionalities include functionality ID
· The UE reports model ID(s) that can be supported for the configurations/functionality ID.
Proposal 2: For the LCM of AI/ML in NR air interface, study AI/ML operation scenario and/or operation area identification during the AI/ML model identification.
Proposal 3: For the LCM of AI/ML in NR air interface, study the following two options for AI/ML model information report procedure during/after the AI/ML model identification.
· Option 1: AI/ML model information report in response to the AI/ML related configuration
· Option 2: AI/ML model information report in response to the AI/ML model enquiry

Panasonic:
Proposal 1: The exact function of AI/ML model can be defined only by the tests. The exact AI/ML model identification is based on the defined set of tests. LCM discussion can be focused on model ID based. 
Proposal 2: The function is defined by test set number of AI/ML inference. In addition, the use case, radio channel and/or environment are useful as the additional information. 
Proposal 3: The model ID could contain the functional ID, the distinction of inter-vender and bi-lateral, vender identification, the version number to be identified by the network.
Proposal 5: If/when UE has new AI/ML model available for the deployment, the model ID with corresponding version number is reported to the network.

InterDigital:
Proposal 1: Model-ID based LCM procedure is prioritized for general framework study in R18.
Proposal 2: Futher study on details of Model-ID format/structure.

Rakuten:
Proposal 6
Both gNB and UE can indicate model ID depending on the framework deployed.

Proposal 7
Model ID should be able to be indicated separately with functionality ID, in addition to the indication within functionality ID.

Proposal 8
Functionality should be related with the model ID and the collaboration level.

AT&T:
Proposal 2: For UE-side models, Model ID is not reported when functionality-based LCM procedure is used.

Proposal 3: The granularity of the functionality for a functionality-based LCM procedure is feature or sub-use case dependent.  

Proposal 4: For functionality-based LCM procedure, one model can map to multiple functionalities.

Proposal 5: For two-sided models, model-ID can carry meta-data corresponding to the model functionality.

Apple:
Proposal 1: For one sided model without model transfer, when the training and inferencing is at the NW, additional UE report can be studied per use case if needed. Other LCM aspects are up to implementation.  

Proposal 2: Functionality based LCM procedure can be used for one sided model without model transfer.

Proposal 3: AI functionality identification can be done between vendors/operators during product development phase as part of feature alignment.  

Proposal 5: Model ID based LCM procedure can be used for two-sided model, and one-sided model with model transfer.

Proposal 6: AI model identification can be done between vendors/operators during product development phase as part of feature alignment and training process for two-sided model, or part of feature alignment for one sided model.  

Proposal 11: 3GPP define model ID and model description. Model ID may include use case, vendor ID and version number etc. 

Proposal 12: Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   

NTT Docomo:
Proposal 4: Different functionalities should be assigned if the output type of models is different. 
Proposal 5: Different Model ID can be assigned, even when the output type of models is the same.  
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Proposal 6: Prioritize model ID-based model management than functionality-based model management from the forward compatibility perspective. 
Proposal 8: Consider the LCM framework with and without online training, separately. 
Proposal 9: Assistance signalling including scenario/configuration ID should be assumed for dataset collection, model training, and model inference of scenario/configuration-specific AI models. 
Proposal 11: Study what information should be exchanged between UE and NW in model/functionality identification for model/functionality management. At least the following information should be shared. 
· Model functionality: nominal information of post-processed model output
· Necessary measurements/assistance information to calculate model inputs
· Model ID (only for model identification)
· Applicable NW configuration/scenario identifier (only for model identification)
Proposal 12: UE does not need to be aware of NW side models. 
Proposal 13: Study how to inform the availability of UE side model/functionality.

MediaTek:
Proposal 1: The mechanisms for data collection, model training, model monitoring and model inference are use case specific and studied for each use case. 
Proposal 2: The mechanisms for model transfer, model configuration, model selection, model switching, model activation/deactivation, fallback and UE capability reporting can be common for different use cases and be studied in the general aspect. 
Proposal 3: RAN1 doesn’t intend to design two distinct mechanisms for functionality-based and model-ID-based LCM. Functionality-based and model-ID-based LCM procedures should share as much commonality as possible. 
Proposal 15: One type of model ID is used for model development and model management, which is implementation specific. A linkage between the vendor-specific model IDs to the model IDs manageable and uniquely identifying a model at the network side among multiple vendors is required. 
Proposal 16: A model index is assigned to each model for model control by the network through model configuration. 


Figure 1 Different types of model IDs for different purposes and managed by different network entities
[bookmark: OLE_LINK132]Proposal 17: Study what associated information needs to be provided through model identification for the case that UE sided model is generated and training at the UE side and leave the model identification procedure to RAN2 discussion.  
Proposal 18: For each AI/ML model, at least following associated information needs to be known. FFS on other information. 
· Model functionality (e.g., beam management, CSI compression, positioning)
· Applicable scenario/configuration and site
· Information on model input
· Information on model output
· Information on pairing between UE-sided part and network-sided part of two-sided model

Nvidia:
Proposal 8: Coordinate with SA5 on AI/ML model life cycle management.

Intel:
Proposal-5: Consider defining model registration as a procedure between a UE type and a NW type to align on a specific identification/interpretation of a 3GPP specified model ID that allows model transfer from that NW type to the UE type


Issue 5-8: Overall framework of functionality, model, feature, and (sub)use-case 
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[bookmark: _Hlk128480116][FL1] Proposal 5-8a:
· ML-enabled Feature refers to a Feature where AI/ML is used. Each sub-use-case under discussion may be considered as an ML-enabled Feature.
· There may be one or more AI/ML Functionalities defined within an ML-enabled Feature.
· In case of one functionality, Functionality identification corresponds to the name of the Feature.
· Functionality may have additional information that carries scenario/configuration/site information.
· In case of multiple functionalities, functionality ID may be used.
· Each Functionality within an ML-enabled Feature may correspond to particular scenario/configuration/site.
· It is FFS in each use case discussion which aspects delineates functionalities and which aspects may be included as additional information within a functionality.
· Example aspects for consideration include scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, beam prediction set A and set B, frequency band, etc.

	
	Yes
	No

	Agree?
	 Nokia/NSB
	

	Company
	Comments

	Nokia/NSB
	Ok with the direction

	Fujitsu
	We haven’t discussed ML-enabled feature in the previous meetings. The intention of the proposal seems to introduce a hierarchical structure, feature-> functionality->functionality ID.
We think we can use ‘model’ to replace ‘functionality’ in the proposal as well. It can be as the other option to address the framework, feature-> model-> model ID.
Thus, we think two approaches need to be discussed if we want to introduce the concept of ML-enabled Feature on the top of model identification via functionality or model ID.


	vivo
	The following update is preferred.
· Our understanding of functionality is based on 3GPP capability framework. Thus the functionality should be static/semi-static features from 3GPP perspective. Corresponding the functionality to scenario/site information would make the feature non-static since this scenario/site information needs more dynamic adaptation  and current capability framework would not work.
· Also with above assumption, we don’t think functionality ID is needed since the identification procedure would similar to current typical RRC configuration procedure.
· Those examples are also controversial and can be up to each use case discussion.

FL1] Proposal 5-8a:
· ML-enabled Feature (as defined in the granularity of current NR system) refers to a Feature where AI/ML is used. Each sub-use-case under discussion may be considered as an ML-enabled Feature.
· There may be one or more AI/ML Functionalities defined within an ML-enabled Feature.
· In case of one functionality, Functionality identification corresponds to the name of the Feature.
· Functionality may have additional information that carries scenario/configuration/site information.
· In case of multiple functionalities, functionality ID may be used.
· Each Functionality within an ML-enabled Feature may correspond to particular scenario/configuration/site.
· It is FFS in each use case discussion which aspects delineates functionalities and which aspects may be included as additional information within a functionality, as in current UE feature and RRC configuration procedures.
· Example aspects for consideration include scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, beam prediction set A and set B, frequency band, etc.


	Huawei, HiSilicon
	In our understanding, functionality is equal to feature, i.e., the granularity of functionality is the same as the AI/ML enabled sub use case. Otherwise, in case of multiple functionalities, functionality ID may be used - what is the difference from the model ID in this case? Or, the intention of introducing multiple functionalities is to use each of them to (implicitly) represent a separate scenario/configuration?
Functionality may have additional information that carries scenario/configuration/site information – how would a functionality ID include the scenario/configuration/site information? Or, does it mean a functionality implicitly implies a specific scenario/configuration/site?
Maybe some more clarifications on the intention will be helpful.

	NTT DOCOMO
	[bookmark: _Hlk128480348][bookmark: _Hlk128480379]Generally fine with the proposal. However, we think functionality should be associated with scenario/configuration/site information. Otherwise, if UE supports one functionality, UE need to provide good performance over all scenarios/configurations/sites. However, this assumption is not reasonable in practical scenarios as we observed the difficulty of generalizations in evaluation results. Especially, UE cannot afford deploying a variety of models, as UE storage is limited. Hence, functionality should be associated with scenario/configuration/site to relax the implementation difficulty of AI/ML models.

	Futurewei
	We don’t think we should complicate ourselves by using two types of identification approaches for functionalities; name for one functionality and ID for multiple functionalities. We propose to use functionality ID for all situations. How we define functionality ID can be studied.

	Xiaomi
	· The boundary between feature and functionality is clear. In our understanding, they are quite similar and keep one of them is sufficient. In our understanding, functionality or feature could represent one sub use case. If more than one models are defined for certain functionality, then model identification could be further applied. We don’t see the necessity to introduce the “Feature” concept into the discussion. 
· In addition, in the diagram, the relationship between functionality and UE capability is also included. But we think it needs more discussion. For the discussion, we suggest to first make conclusion for the relationship among functionality identification, model identification and the non-AI/ML functionality. After that, we could further make conclusion on the relationship between functionality and the UE capability 

	ZTE
	We have similar views as Huawei. In addition, this proposal only discusses functionality identification process. How about model identification process?  In our view, we should start with model identification. It makes more sense to associate with ID and scenario/configuration/site information to a model. Then, we can further discuss how to address the issue when multiple models belong to the same functionality. 

	Samsung
	Ok in general. 

	CATT
	We support this in principle. The following change can make it more general (and align with proposal 5-4a):
· In case of one functionality, Functionality identification corresponds to the name of the Feature.
· Functionality may have additional information on applicable condition, that carries , e.g. scenario/configuration/site information.
· In case of multiple functionalities, functionality ID may be used.
· Each Functionality within an ML-enabled Feature may correspond to particular applicable condition scenario/configuration/site.

	LG
	Fine in principle. In our view, each functionality ID can correspond to different performance reference/requirement of a same feature, e.g. different max prediction time/granularity, even in a same scenario/configuration/site.

	NEC
	Same question as mentioned by Huawei. And the text in proposal seems not aligned with what’s shown in the figure.

	ETRI
	We are fine in general.

	Mediatek
	The benefit to have functionality-based LCM is to simplify the AI/ML implementation and control. It’s quite complicated to define the hierarchical identification structure, i.e., each feature has multiple functionalities, and one functionality has multiple models. In which case we need to define a feature with multiple functionalities? Can we make it simple that one feature is equivalent to one functionality?

	KDDI
	We agree with the CATT's updates.

	OPPO
	We do not think functionality ID is needed. If the functionality can be described by defining an ML-enabled Feature and particular scenario/configuration/site, why a functionality ID is needed? 
We think model ID is needed in some cases because some difference between models cannot be clearly described due to different implementation details.

	Ericsson
	Our view is that the functionality is equal to feature, i.e., the granularity of functionality is the same as the AI/ML enabled sub use case. For example, one functionality/feature is beam predictions on carrier 1, another functionality/feature is beam predictions on carrier 2.

	Lenovo
	We think it is necessary to clearly define the term ‘functionality’ before ‘functionality identification’, i.e., which kind of ‘functionality’ should be identified, especially considering the ‘features’ in UE capability.

	AT&T
	Ok with the direction of the proposal. More clarification is needed on the definition of functionality ID and the associated LCM requirements

	Panasonic
	Even in case of single functionality, functional ID would useful to identify different functions. In addition, depending on the progress of the standardization and so on, initially it was thought single function may be increased to multiple functionalities by the difference of characteristics by the used data set. Therefore, the ID assign method to restrict future extension should not be used. To determine single or multiple function at the beginning of the ID allocation is not so good design.




[FL2] Discussion 5-8b:
The views are diverging to make agreement. Please share your views on the following.

[bookmark: _Hlk128480130]Functionality granularity
Option 1: Functionality is equal to a Feature which is equal to a sub-use case.
Option 2: Multiple functionalities may be defined per Feature which is equal to a sub-use case.
	
	Support
	Not support

	Option 1
	Huawei, HiSilicon, Ericsson,  ZTE
	

	Option 2
	AT&T, DCM, Panasonic, Samsung, CMCC
	

	Company
	Comments

	AT&T
	Support option 2.

	NTT DOCOMO
	Some sub use cases include multiple functions (e.g., UE assisted positioning could output LOS/NLOS identification or ToA probability, etc.). It is better to introduce finer granularity of functionality than sub use case.

	Panasonic
	Our preference is option 2 but it can be defined as option 1. It is a matter of the preference on how to name them. Therefore, this can be determined by purely majority view.

	ETRI
	One or multiple functionalities can exist for one Feature. In our understanding, functionalities for features should at least be able to identify configurations for the Feature. Then, multiple functionalities can exist if more than one configuration is allowed for the feature. Since it depends on the sub-use case, we prefer to adopt vivo’s version with slight update:

FL1] Proposal 5-8a:
· ML-enabled Feature refers to a Feature where AI/ML is used. Each sub-use-case under discussion may be considered as an ML-enabled Feature.
· It is FFS in each use case discussion which aspects delineates functionalities and which aspects may be included as additional information within a functionality


	LG
	To our understanding, the granularity of functionality is same or similar to feature group(FG) defined for UE capability, which is not same as feature nor sub-use-case. 

	Lenovo
	In general, we think it is too early to discuss ‘(UE) Feature’ in this stage. We need to firstly have clearer definition on ‘Functionality’. 
We think the main issue behind is how to identify (and potentially inform/indicate) the model(s) for target operations, such as data collection, model development, switching and fallback. If the description (to be discussed in future) information on the ‘entity’ (either ‘AI/ML model’ or ‘AI/ML functionality’) is provided during the identification procedure, NW and UE can have the common understanding on the entity. We think the main difference between ‘AI/ML functionality’ and ‘AI/ML model’ is the available information granularity (as the willing for UE side to share) for NW. 
Either an ‘AI/ML model (with an ID)’ or a ‘AI/ML functionality (with an ID?)’ is mapped to an application condition is decided with how such mapping is provided during the identification process. 
Thus, in short, our comments are: 
1). Do not discuss UE features in this stage, and it should firstly define ‘(AI/ML) functionality’; 
2). ‘AI/ML model’ and ‘AI/ML functionality’ have different manageable granularity;
3). The granularity can be scenario, sub-use case, models (parameters, structures) and so on, which can be provided during identification process as discussed in Issue 5-14.

	Fujitsu
	Firstly, since the focus is on functionality granularity, we think we’d better use a certain heretical way to the discussion. For example functionality level-1,  level-2, …
Otherwise, different understanding on the terms, sub-use case, feature, functionality may not be good to progress the discussion.
Secondly, we think functionality-based LCM is not a flexible way. Some companies may prefer generalized model, some companies may prefer multiple specific models. It is hard to reach common understanding on the granularity of functionality.

	CATT
	For this question, we are fine to support finer granularity for the use of functionality-based LCM. However, it seems too early put assumption on UE feature (e.g. UE feature may be defined as finer than sub-use-case level?)
[Mod] Functionality-based-LCM is to provide such UE-implementation flexibility (i.e. up to UE whether to use a single generalizable model or per-functionality model). In any case, at this point, we’re simply trying to clarify the concept, and we’re not discussing the need/applicability yet.

	Spreadtrum
	Fine with option 2

	CMCC
	We think the granularity of functionality is smaller than the meaning of UE feature. There may be multiple functionalities corresponding to multiple configurations, even with the same sub use case.

	Google
	OK with option 2.

	Huawei, HiSilicon
	The intention of defining functionality based LCM is to give UE flexibility so that its operation over the specific model(s) is to some extent transparent to gNB. We do not see a need to tangle the data collection ID to the functionality, which only has impact to training data collection and inference but has no impact to activation/deactivation/selection/switching/monitoring, etc.

	AT&T 2
	Support option 2 as it allows for a simple streamlined framework. By having multiple functionalities for each feature, each functionality corresponds to different configurations with different corresponding LCM requirements. This allows the gNB to control the functionality it requires based on the current configuration LCM requirements. 
Simulations in different AI/ML agenda items showed that AI/ML models perform poorly when generalized for all scenarios. Therefore, if the functionalities are defined one per feature we would need to define another term in order to differentiate the models based on different scenarios.

	Ericsson
	Slightly prefer option 1. This should be a starting point, if needed, we can discuss several functionalities for a feature. Regarding the issue that models might not generalize for all scenarios. The assumption is that the feature will be subject to extensive testing, via RAN4 defined tests. Hence the feature does not need to be differentiated to different scenarios/configurations. Share the view with Huawei that the UE can switch model transparently to the NW within the functionality/feature.  

	ZTE
	At least for CSI and beam, subuse case is clear. If the concern is for AI positioning, we can further discuss it. Our thinking is that functionality defined from high-level perspective is enough. If we further define sub-functionalities for the functionality based on different scenarios/configurations, there would be exhaustive list of configurations/scenarios. We may take more time on arguing what is the granularity for the scenarios/configurations. Besides, if the sub-functionality is explicitly specified, the future extension would a big problem. 
With above, we think functionality based on sub use case is enough. What we need to further discuss is that whether NW can aware the models within the functionality, e.g., associate with IDs to the models. As for the applicable conditions of a model, there is not necessary to define the corresponding configurations/scenarios in specification once NW and UE has the same understanding on  dataset used for model training (e.g., via dataset identification). This may avoid the disclosure of proprietary information from both sides.



[bookmark: _Hlk128480141]In case of Option 2, companies mention that a functionality may map to a certain scenario/configuration/site or any other granularity that the NW wants to create. Some companies also mention that a functionality may be viewed as a unit of “generalization”. Some companies also mention that a functionality may be viewed as a unit of RAN4 test.
	Company
	Comments

	NTT DOCOMO
	It is not realistic to assume models at UE side can handle the feature over all scenarios/configurations/sites. Then, when UE reports the supported functionality, it should be supported functionality should be per scenario/configuration/site. If RAN4 test is defined per scenario/configuration/site, it can be viewed as a unit of RAN4 test as well.

	Panasonic
	For the network to rely AI/ML model, some test is necessary. The a certain scenario/configuration/site or any other granularity that the NW wants to create can be checked by only to be expressed by the test.

	LG
	To our understanding, the granularity of functionality is same or similar to feature group(FG) defined for UE capability, which is not same as feature nor sub-use-case. Thus, both approaches(i.e. defining functionality per scenario/configuration/site or across all scenario/configuration/site) are possible depending on further details of the FG/functionality. For example, if the performance of a feature is significantly changed when scenario/configuration/site is changed, it may be better to define functionality per scenario/configuration/site. If not, it would be better to define one functionality across all scenarios/configurations/sites.

	Samsung
	Perhaps the proper analogy for functionality is feature group. The supported scenarios and configurations under certain functionality can be thus analogous to components of a feature group. The granularity of functionality can be decided in work item level based on generalization performance. 

	CATT
	Functionality may or may not be associated with finer applicable condition (e.g. scenarios/…) than sub-use-case, depending on how the AI/ML approach is designed. 
Generalization should be discussed separately. 
Regarding RAN4’s test, RAN4 should consider how to test the performance of both ‘model ID based-LCM’ and ‘functionality based-LCM’. Maybe don’t worry about this at this stage.

	AT&T
	The general functionality structure should be discussed within the general framework. However, the granularity and details of each functionality should be decided individually within the each use case discussion. 

	
	



[bookmark: _Hlk128480148]In case of Option 1, please share your views of how NW can enable scenario/configuration/site specific model development.
	Company
	Comments

	NTT DOCOMO
	Option 1 needs to introduce additional mechanism to inform applicable scenario/configuration/site associated with each functionality in addition to functionality identification. 

	Panasonic
	To define other term like sub-function or something.

	LG
	By default, NW can enable any feature or functionality by configuration/indication same via legacy mechanism(s). Enhanced mechanism may also be considered for faster enabling/disabling. 

	CATT
	The simplest way is to provide assistant information for the applicable condition of functionality. Just similar to meta information. 

	Huawei, HiSilicon
	Firstly, the scenario specific is not mandatory. A generalized model can be trained for which the feasibility has been justified at 9.2.2.1/9.2.3.1/9.2.4.1.
Secondly, if optionally needed, the format of such ID should be an implicit ID. How to categorizing different scenarios/configurations is unknown to UE as it is NW proprietary; UE can use this ID for the purpose of data categorization and inference accordingly.

	ZTE
	As we commented in Discussion 5-8b, exhaustive list of possible scenarios/configurations in specification is not preferred. In addition, we think model generalization should be per model rather than per functionality. Even for the same scenario/configuration, there could be multiple models to have different performances.



[bookmark: _Hlk128480155]In case of Option 2, please share your views on how functionalities are created. Are they specified, created offline, or may be dynamically created?
	Company
	Comments

	NTT DOCOMO
	We think creating offline can be a starting point. However, both approaches should be further studied.

	Panasonic
	To be specified. 


	LG
	Please check our reply above.

	Samsung
	Functionalities and the associated scenarios and configurations shall be specified akin to the specified feature group and components of the legacy capability framework. This simplifies the LCM assistance a network is expected to provide. Individual model (algorithm/software) specific LCM assistance is not feasible. 

	CATT
	They should better be specified. From specification point of view, it is natural to create functionality by ‘UE capability report’. 

	Huawei, HiSilicon
	The feasibility and potential spec impact of specified way can be studied. The offline way is out of 3GPP scope, and we cannot justify its feasibility.

	ZTE
	We think model can be created offline but the functionality should be explicitly defined in specification (e.g., via UE capability report)



[FL3] Proposal 5-8c:
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Each sub-use-case under discussion in Rel-18 AI/ML air interface may be considered as an ML-enabled Feature.
· There may be one or more Functionalities defined within an AI/ML-enabled Feature.
· Each Functionality within a ML-enabled Feature corresponds to a particular applicable condition within which the Network considers AI/ML models are expected to operate.
· It is FFS which aspects are to be considered for delineating applicable conditions:
· Example aspects include, but not limited to, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.
· [bookmark: _Hlk128569116]Each Functionality may be indicated by (combinations of) configurations in the ML-enabled Feature.
· Configurations may be explicit or implicit per each ML-enabled Feature and applicable aspects within it and to be discussed further.
· FFS: Framework for fallback to non-AI/ML, e.g., fallback to a non-AI/ML functionality within a ML-enabled Feature, or fallback to a legacy non-AI/ML-enabled Feature.  

	
	Yes
	No

	Agree?
	 
	Panasonic

	[bookmark: _Hlk128394978]Company
	Comments

	ZTE
	We should have a common understanding for both model identification and model functionality as agreement 5-9d:
For functionality identification of UE-side/part models:
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Each sub-use-case under discussion in Rel-18 AI/ML air interface may be considered as an ML-enabled Feature.
· Option 1: There may be one or more Functionalities defined within an AI/ML-enabled Feature.
· Each Functionality within a ML-enabled Feature corresponds to a particular applicable condition within which the Network considers AI/ML models are expected to operate.
· It is FFS which aspects are to be considered for delineating applicable conditions:
· Example aspects include, but not limited to, dataset ID, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.
· Option 2: There may be one or more models identified within an AI/ML-enabled Feature.
· Each model within a ML-enabled Feature corresponds to a particular applicable condition within which the Network considers AI/ML models are expected to operate.
· It is FFS which aspects are to be considered for delineating applicable conditions:
· Example aspects include, but not limited to, dataset ID, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.

For model identification of UE-side/part models:
· There may be one or more models identified by network
· Each model corresponds to a particular applicable condition within which the Network considers AI/ML models are expected to operate.
· It is FFS which aspects are to be considered for delineating applicable conditions:
· Example aspects include, but not limited to, dataset ID, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.
Each Functionality/model may be indicated by (combinations of) configurations in the ML-enabled Feature.
· Configurations may be explicit or implicit per each ML-enabled Feature and applicable aspects within it and to be discussed further.

FFS: Framework for fallback to non-AI/ML, e.g., fallback to a non-AI/ML functionality within a ML-enabled Feature, or fallback to a legacy non-AI/ML-enabled Feature.  

	Panasonic
	-	Each Functionality within a ML-enabled Feature corresponds to a particular applicable condition within which the Network considers AI/ML models are expected to operate.
should be modified to " AI/ML model(s)" as UE based selection may not be always available.


	CATT
	A functionality may correspond to one particular applicable condition, we agree. 
But a functionality may also work, under some different applicable conditions. Do we consider this case as ‘multiple functionalities’?

	ETRI
	We are generally fine with the direction. However, in the case of the 4th bullet point, it is not clear what "configuration can be explicit or implicit" means. Since it implies that either direction is possible, it doesn't seem necessary. We prefer to delete this one.
..
· Each Functionality may be indicated by (combinations of) configurations in the ML-enabled Feature.
· Configurations may be explicit or implicit per each ML-enabled Feature and applicable aspects within it and to be discussed further.
..





[FL3] Proposal 5-8d:
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Each sub-use-case under discussion in Rel-18 AI/ML air interface may be considered as an ML-enabled Feature.
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled sub-use case.
· FFS whether Each Functionality within a ML-enabled Feature corresponds to a particular [set of] applicable condition(s) within which the Network considers AI/ML models are expected to operate considering the applicability of legacy UE feature to report applicable conditions for different use cases.
· It is FFS which aspects are to be considered for delineating applicable conditions:
· Example aspects include, but not limited to, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.
· FFS: Framework for fallback to non-AI/ML, e.g., fallback to a non-AI/ML functionality within a ML-enabled Feature, or fallback to a legacy non-AI/ML-enabled Feature.  

	
	Yes
	No

	Agree?
	 
	Panasonic

	Company
	Comments

	Panasonic
	AI/ML-enabled Feature refers to a Feature where AI/ML may be used.
- Why "AI/ML may be used"? It can be "where AI/ML is used"?
We are not sure how the bullet points starting from FFS should be interpreted. If the aim is the topic of future discussion in RAN1, "FFS" should be modified to "RAN1 will further study ..." would be better. Then next meeting can discuss them.


	Fujitsu
	We share the similar view of what Panasonic pointed out. 
Besides, sub use case is deleted in the first bullet, we may change it to feature in the 2nd bullet as well:
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Each sub-use-case under discussion in Rel-18 AI/ML air interface may be considered as an ML-enabled Feature.
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled sub-use case feature.


	[bookmark: _Hlk128569289]Xiaomi
	· We also need to align our understanding on the sub-use case. For positioning use case, is the whole AI assisted positioning principle (including the ToA prediction , LOS/NLOS classification ) called as one sub-use case  or is the individual ToA prediction or individual LOS/NLOS classification called as one sub use case ?
· Per “Each Functionality within a ML-enabled Feature corresponds to a particular applicable condition within which the Network considers AI/ML models are expected to operate” in the proposal, does that mean the granularity of the functionality is applicable condition? Our concern is how to balance the good generalization and good inference performance of model dedicated for specific condition if go with this way. Because, depending on deployment strategy, some may prefer a general AI model can be applied in various scenario or condition and some may like specific model dedicated for certain scenario/condition. In our view, for functionality definition, it can be defined in high level. Under each functionality, multiple AI models can be defined for specific scenario or condition. The AI model can be switched transparently or controlled by the NW. 
· For the first bullet, if the second sentence is deleted, then it is meaningless to keep the first bullet. 


	NEC
	We agree with the intention of the proposal to support multiple functionalities within a AI/ML-enabled feature. But we also share similar view as ZTE that functionalities can also be looked as models which map to specific applicable conditions. In this way, associated applicable conditions for a functionality can be represented by reusing model id.

	ETRI
	We share similar view with Panasonic and Fujitsu.



Agreement 5-8e:
Agreement
· [bookmark: _Hlk128571991][bookmark: _Hlk128566307]AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
[bookmark: _Hlk128566429]Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

[FL4] Proposal 5-8f:
· RAN1 to study whether Each Functionality corresponds to a particular (set of) applicable condition(s) within which the Network considers AI/ML model(s) are expected to operate, considering the applicability of legacy UE feature to report applicable conditions for different use cases.
· It is FFS which aspects are to be considered for delineating applicable conditions:
· Example aspects may include, but not limited to, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.

	
	Yes
	No

	Agree?
	 Samsung
	

	Company
	Comments

	Samsung
	This is a good starting point to discuss on how define functionalities. 

	CATT
	OK

	Panasonic
	We just don't understand why its applicability is limited to "legacy UE feature". We think important point would be "how to report applicable conditions for different use cases". Therefore, we propose to modify as following.
considering the applicability of legacy UE feature how to report applicable conditions for different use cases.

	Lenovo
	We want to clarify the description of ‘…, considering the applicability of legacy UE feature to report applicable conditions for different use cases.’ Could such application information be involved in ‘meta information’? If so, we think the content and delivery scheme of such meta information can be discussed separately. Here, we can delete such description and following.

	ETRI

	In the history of proposals 5-8, the motivation for the following sentence is unknown: "considering the applicability of legacy UE feature to report applicable conditions for different use cases." As pointed out in yesterday's online meeting, we need a clarification for this.
Also, examples in the FFS point do not have equivalent levels. We suggest the following modification:
· Example aspects may include, but not limited to, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.


	Fujitsu
	We think is OK to be as the starting point for progress.

	CMCC
	Support. The applicable condition for functionality seems like meta information, while it is for model identification. 

	Fraunhofer
	We also agree that this is a good starting point for further discussion.

	Huawei, HiSilicon
	Clarification questions:
1) why a “legacy UE feature” can be used to report the newly introduced applicable conditions?
2) what is the relationship between the “applicable conditions” and “meta information”? We think both are used to identify the input/output/applicable cases of the AI model.
	RAN1 to study whether Each Functionality corresponds to a particular (set of) applicable condition(s) within which the Network considers AI/ML model(s) are expected to operate, considering the applicability of legacy UE feature to report applicable conditions for different use cases.



3) In the examples, we observe that “scenario”, “Network/gNB configuration” may have the risk of proprietary disclosure, so they are precluded; “frequency band”, “CSF payload size” seems to be supported/simply extended from the legacy UE capability report; “pairing information for two-sided model”-not clear the meaning of this one. Can we generally say “example aspects may include AI/ML model input/output information, e.g. interpretation of input/output content, input/output dimensions, etc.”?
	Example aspects may include, but not limited to, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case






[FL4] Proposal 5-8g:
At least for UE-side models and UE-part of two-sided models, RAN1 to study
· How to define and study a (set of) applicable conditions for functionalities/models.
· Note: Applicable conditions may be used to enable development of scenario/configuration/[site]-specific models and, if needed, report the models’ applicability to the Network.
· Whether and how UE reports a (set of) applicable conditions for supported functionalities (and if needed, for supported models) and/or supported set of functionalities.
· Whether and how to define performance requirements (possibly as a part of applicable conditions) for functionality/models
· Potential enhancement of legacy UE feature for reporting

	
	Yes
	No

	
	
	

	Company
	Comments

	
	

	
	




[FL4] Proposal 5-8h:
At least for UE-side models and UE-part of two-sided models, RAN1 to study
· How to define and study a (set of) applicable conditions for functionalities/models.
· Note: Applicable conditions may be used to enable development of scenario/configuration/[site]-specific models and, if needed, report the models’ applicability to the Network.
· Whether and how UE reports a (set of) applicable conditions for supported functionalities (and if needed, for supported models) and/or supported set of functionalities.
· Whether and how to define performance requirements targets (possibly as a part of applicable conditions) for functionality/models
· Potential enhancement of legacy UE feature for reporting

	
	Yes
	No

	
	Panasonic
	

	Company
	Comments

	ETRI
	It is thought to have degenerated from the proposal to define the granularity of functionality. The applicable condition introduces additional ambiguity. The relationship between applicable condition and functionality/model is not clear.

	
	



[bookmark: _Hlk128654646][FL4] Proposal 5-8i:
[bookmark: _Hlk128654427]At least for UE-side models and UE-part of two-sided models, RAN1 to study
· How to define and study a (set of) applicable conditions for functionalities/[models].
· Note: Applicable conditions may be used to enable development of scenario/configuration/[site]-specific models [and, if needed, report the models’ applicability to the Network].
· Whether and how to define performance targets (possibly as a part of applicable conditions) for functionality/[models]
· Whether and how UE reports a (set of) applicable conditions for supported functionalities (and if needed, for supported models) and/or supported set of functionalities.

	
	Yes
	No

	
	
	

	Company
	Comments

	
	

	
	



[bookmark: _Hlk128708947][FL closing remark] Active discussion
Please bring discussions in the next meeting on the overall framework of feature, functionality, model, identifications, applicable conditions, and LCM framework. They will be treated with high priority in the next meeting.


[Closed] Issue 5-9: Overall framework of UE capability, functionality identification, and model identification
[image: Diagram

Description automatically generated]
[FL1] Proposal 5-9a:
· For AI/ML functionality, reuse legacy 3GPP framework of Features and UE capability.
· Functionality can be created offline, and functionality identification can be done between vendors and operators offline as a part of feature alignment.
· UE indicates supported Functionalities for the given Feature in UE capability.
· In functionality-based LCM, Network activates/deactivates individual AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· FFS: Performance monitoring and RAN4 impact, and whether and how much awareness NW should have of UE’s model switching and update.
· In model-ID-based LCM, UE indicates supported Functionalities for the given Feature in UE capability. In addition, UE further indicates supported AI/ML models for each supported Functionality in UE capability.
· In model-ID-based LCM, Network activates/deactivates individual AI/ML functionality. In addition, Network may activate/deactivate individual AI/ML models within the functionality. Models are identified by model ID at the Network.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Nokia/NSB
	Ok with the direction. Some wording can be revised to make things clearer. 

	Fujitsu
	We think UE capability can be used to check AI/ML availability and relevant HW capabilities of UE side. For further model related information exchange between NW and UE, model ID is more flexible to be used for model identification than functionality. We can use two types of model ID to facilitate all LCM procedures.
Type-1 model ID can be used to model managements including model training related operations. Type-2 model ID can be used for model inference related operations. Model ID and model functionality can be associated with each other during UE capability inquiry and report procedure.
The challenges to Functionality based LCM is its lack of flexibility: 
As in the proposal, UE-based model switching transparently to network would be assumed. Otherwise, model proprietary information may have to be aware by NW side. 
By using model-ID based LCM, such kind of proprietary information can be protected via model index. 

	vivo
	The following update is preferred
· If the intention is to reuse current 3GPP based UE feature signaling we are not sure whether offline efforts need to be emphasized any more here.
· Functionality activation/deactivation can be separately discussed.
· Model management does not need to be coupled with functionality.
[FL1] Proposal 5-9a:
· For AI/ML functionality identification, reuse legacy 3GPP framework of Features and UE capability.
· Functionality can be created offline, and functionality identification can be done between vendors and operators offline as a part of feature alignment.
· UE indicates supported Functionalities for the given Feature in UE capability through legacy parameterized UE feature report.
· In functionality-based LCM, Network activates/deactivates individual AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· FFS: Performance monitoring and RAN4 impact, and whether and how much awareness NW should have of UE’s model switching and update.
· For AI/ML model identification, UE indicates supported models/model structure for the given Feature in UE capability or through offline efforts. The network may further update the model parameters of a supported model and associate different IDs. 
· In model-ID-based LCM, Network activates/deactivates individual AI/ML models. In addition, Network may activate/deactivate individual AI/ML models within the functionality. Models are identified by model ID at the Network.



	Huawei, HiSilicon
	Several comments:
1) On the 2nd bullet: If the functionality is understood as the UE feature/capability, then Functionality should be specified rather than being created offline?
· Functionality can be created offline/online, and functionality identification can be done between vendors and operators offline as a part of feature alignment.

2) The FFS includes two different points, so it is split into two FFS. In addition, besides model activation/deactivation, NW may also indicate the UE to update the model? So the awareness is changed to awareness/interaction.
· FFS: Performance monitoring and RAN4 impact, and 
· FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update.

3) For model ID based LCM, Network can also indicate the model selection/switching, e.g., by indicating a designated model with an ID, within the functionality/feature.
· In model-ID-based LCM, Network activates/deactivates individual AI/ML functionality. In addition, Network may activate/deactivate/select/switch individual AI/ML models within the functionality. Models are identified by model ID at the Network.


	NTT DOCOMO
	UE capability framework is designed assuming that capability information is stable for a while. However, the supported models at UE side could frequently vary according to UE status (e.g., power consumption, computation resources). Then, we think it is better to study if the UE capability framework can be reused for functionality/model identification.

	Futurewei
	We agree with the proposal in general. But the two bullets below are sending different messages about the use of Model ID.
· In functionality-based LCM, Network activates/deactivates individual AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· In model-ID-based LCM, Network activates/deactivates individual AI/ML functionality. In addition, Network may activate/deactivate individual AI/ML models within the functionality. Models are identified by model ID at the Network.
We suspect that FL meant the first bullet is for UE-side model and the second bullet is for NW-side model. Please clarify.

	Xiaomi
	In current description, it seems the functionality identification and model identification is just from UE to Network. But in our view, model identification from NW to UE is also possible. For example for the purpose of model delivery/model transfer or in the case of two-sided model.  Hence, both identification from UE to NW and identification from NW to UE should be discussed 


	ZTE
	Please see the proposed changes:
· For AI/ML functionality, reuse legacy 3GPP framework of Features and UE capability.
· Functionality can be created offline, and functionality identification can be done between vendors and operators offline as a part of feature alignment.
· Model can be created offline/online, and model identification can be done between vendors and operators as a part of model alignment.
· UE indicates supported Functionalities for the given Feature in UE capability.
· UE indicates supported models for a given functionality to NW.
· In functionality-based LCM, Network activates/deactivates individual AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· FFS: Performance monitoring and RAN4 impact, and whether and how much awareness NW should have of UE’s model switching and update.
· In model-ID-based LCM, UE indicates supported Functionalities for the given Feature in UE capability. In addition, UE further indicates supported AI/ML models for each supported Functionality in UE capability.
· In model-ID-based LCM, Network activates/deactivates individual AI/ML functionality. In addition, Network may activate/deactivate individual AI/ML models within the functionality. Models are identified by model ID at the Network.


	Samsung
	One of the advantages of functionality based LCM is that it provides the basic platform for AI/ML operations without the need of multi-vendor collaborations. Thus we prefer the discussion to be on the specified set of functionalities. We would like the below sentence to be removed.

Moreover, it may be helpful for the discussion when and in what particular conditions a UE or network would develop multiple models for the same functionality. In our view, if functionalities are specified with proper granularity, at least for one-sided models, there is no need to develop multiple models for a same functionality. However, it is up to each vendor to develop multiple models and manage them in a transparent manner.  
 
- For AI/ML functionality, reuse legacy 3GPP framework of Features and UE capability.
-	Functionality can be created offline, and functionality identification can be done between vendors and operators offline as a part of feature alignment.
-	UE indicates supported Functionalities for the given Feature in UE capability.
-	In functionality-based LCM, Network activates/deactivates individual AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
o	FFS: Performance monitoring and RAN4 impact, and whether and how much awareness NW should have of UE’s model switching and update.
-	In model-ID-based LCM, UE indicates supported Functionalities for the given Feature in UE capability. In addition, UE further indicates supported AI/ML models for each supported Functionality in UE capability.
-	In model-ID-based LCM, Network activates/deactivates individual AI/ML functionality. In addition, Network may activate/deactivate individual AI/ML models within the functionality. Models are identified by model ID at the Network.

	CATT
	We have concern with offline functionality identification. 
· It is out of 3GPP study. 
· It is proposing to reuse 3GPP framework of features and UE capability, but in our understanding UE capability is only reported after initial access.

	LG
	Support 1st, 3rd, 4th bullets. For model-based LCM, we suggest to discuss and agree on when it is needed on top of functionality-based LCM before agreeing on signaling details such as 5th and 6th bullets.

	NEC
	We need more clarification. “Model identification via model ID is not needed” seems just contradictory to what’s  shown in the figure for Issue 5-8 where model ID looks like sub-level and functionality ID seems the first-level.

	AT&T
	Ok with the direction. How functionality is created and agreed between vendors and operators needs to be clarified.  Agree with Samsung that 2nd bullet can be removed.

	ETRI
	We want a clearer understanding of this proposal. Our understanding of this proposal is as follows. Functionality identification proceeds with Features and UE capabilities of the existing 3GPP framework, and then functionality-based or model-ID based LCM is applied. Is our understanding correct? If it is correct, we want to divide the proposal into two parts: one for functionality identification and the other for LCM. For example, with the first three bullets you can make a proposal for Functionality identification, which we support. Then we can discuss LCM further.

	KDDI
	We agree with vivo's updates.

	OPPO
	We are generally fine with the proposal.

	Lenovo
	Generally fine with the proposal, but it could be better to clarify the term ‘functionality’ in context.

	Mod
	Please use 5-9b



[FL2] Proposal 5-9b:
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification, reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· In functionality-based LCM, Network activates/deactivates AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· In model-ID-based LCM, models are identified by model ID at the Network. UE indicates supported AI/ML models in UE capability.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Whether functionality is needed in model-ID-based LCM, and if so, relationship between functionality and model ID.
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM.
FFS: Handling dynamic variation of model support capabilities at UE

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	AT&T
	Ok with the direction of the proposal

	NTT DOCOMO
	If the supported model/functionality could be changed frequently according to UE status, UE should be able to initiate model/functionality identification to inform the availability to NW. However, the current UE capability only supports NW initiate UE capability in our view. Hence, it is better to study if UE capability framework itself can be reused or some enhancements if necessary. In that sense, we prefer to add the following FFS
・FFS: Enhancement on UE capability framework for model/functionality identification if necessary.

	Panasonic
	" UE indicates supported Functionalities for the given Feature through UE capability reporting" should be modified not limited to "UE capability reporting" similar to first bullet. Therefore, just to say "UE indicates supported Functionalities for the given Feature through UE capability reporting.
The other are ok with us.


	ETRI
	We are supportive for the 1st and 2nd bullets which are for AI/ML functionality identification. For the 3/4/5-th bullets, we need more discussion. There can be an option to use both functionality and model-ID for AI/ML functionality/model identification. For example, functionality can be identification first and then AI/ML model(s) per each functionality can be identified.
[Mod] At this point, we’re simply trying to clarify how functionality-based-LCM and model-ID-based LCM work. Discussion of their need/applicability will be next steps (in Proposals 5-10,11,12,13).

	LG
	First two bullets are ok.
For others, does this mean that both functionality based LCM and model based LCM are needed/supported? If not, we need to make it clear.
[Mod] At this point, we’re simply trying to clarify how functionality-based-LCM and model-ID-based LCM work. Discussion of their need/applicability will be next steps (in Proposals 5-10,11,12,13).

	Samsung
	Ok in general. We propose the following minor change. How much information is delivered by model ID in model-ID based LCM is not clear. For example, how much the network knows about proprietary UE side model? Thus, we added this.

For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification, reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· In functionality-based LCM, Network activates/deactivates AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· In model-ID-based LCM, models are identified by model ID at the Network. UE indicates supported AI/ML models in UE capability.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Whether functionality is needed in model-ID-based LCM, and if so, relationship between functionality and model ID.
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM and model-ID based LCM.
FFS: Handling dynamic variation of model support capabilities at UE


	Fujitsu
	We are fine with the direction in general. 
For functionality-based LCM, it is also possible that NW configure or indicate UE to do model switch. It can be done via functionality ID. We think we’d better add this possibility to the proposal.

	CATT
	Since our concern is resolved, we are OK with this proposal.

	Spreadtrum
	Generally we are fine with the part referring to AI/ML functionality identification and functionality based LCM.
We have one question for clarification regarding model identification. The 4th bullet mention that UE indicates supported AI/ML models in UE capability. Does it mean that legacy 3GPP framework of Features for UE capability is not considered, and  model information supported in UE capability is enough?

	CMCC
	OK in principle.

	Google
	OK in principle

	Huawei, HiSilicon
	Fine with the direction. Try to rephrase the sub-bullets.
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification, 
· reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· In functionality-based LCM, Network activates/deactivates AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· For AI/ML model identification,
· In model-ID-based LCM, models are identified by model ID at the Network. UE indicates supported AI/ML models in UE capability.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 


	AT&T 2
	Ok with the proposal. However, for better clarity the proposal should be divided based on the functionality ID for one sided and two sided model with the one sided discussed first.
Proposal 5-9.1b:
For one sided models at UE-side, functionality based LCM is used.
· For AI/ML functionality identification, reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· In functionality-based LCM, Network activates/deactivates AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM.
FFS: Handling dynamic variation of model support capabilities at UE
Proposal 5-9.2b
For UE side of two sided models, model ID based LCM can be used.
· In model-ID-based LCM, models are identified by model ID at the Network. UE indicates supported AI/ML models in UE capability.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Whether functionality is needed in model-ID-based LCM, and if so, relationship between functionality and model ID.
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM.
FFS: Handling dynamic variation of model support capabilities at UE


	Ericsson
	Support, prefer update from Huawei.



[FL2] Proposal 5-9c: (Presented at GTW Tuesday)
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· FFS: Enhancement on UE capability framework if necessary.
· In functionality-based LCM, Network activates/deactivates/select/switches AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· For AI/ML model identification
· Models are identified by model ID at the Network. UE indicates supported AI/ML models in UE capability.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Whether functionality is needed in model-ID-based LCM, and if so, relationship between functionality and model ID.
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM and model-ID based LCM.
FFS: Handling dynamic variation of model support capabilities at UE

Proposal 5-9d: 
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· UE capability reporting is taken as starting point
· FFS: Enhancement on UE capability framework if necessary.
· In functionality-based LCM, Network activates/deactivates/select/switches AI/ML functionality. UE may select and switch AI/ML models for the Functionality transparently to Network.
· For AI/ML model identification
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM and model-ID based LCM.

[FL3] Proposal 5-9e: 
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case for the given Feature through UE capability reporting.
· UE capability reporting is taken as starting point.
· FFS: Enhancement on UE capability framework if necessary.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM, Network indicates activation/deactivation/fallback/switching of AI/ML functionality based on 3GPP signaling (RRC, MAC-CE, DCI) procedures like legacy. UE may do the model-based LCM transparently to Network.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM and model-ID based LCM.
FFS: whether model means model structure only or model paramerters+structure


	Company
	Comments

	Panasonic
	Related to proposal 5-9e, we have following comment.
- It is not clear why functionality-based LCM has the description of " based on 3GPP signaling (RRC, MAC-CE, DCI) procedures like legacy" but not in model ID based. 
- "Model based LCM transparently to network" and "In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models." are conflciting. 

We are more happy to the direction of Proposal 5-9d for now.


	Fujitsu
	We share the similar view as that of Panasonic.

	ETRI
	As we have commented several times, this proposal has two topics. One relates to functionality/model identification, and the other relates to functionality/model-ID-based LCM. We believe that identification and LCM should be dealt with separately. We suggest focusing on functionality/model identification first.



Proposal 5-9f: 
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case for the given Feature through UE capability reporting.
· UE capability reporting is taken as starting point.
· FFS: Enhancement on UE capability framework if necessary.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM, Network indicates activation/deactivation/fallback/switching of AI/ML functionality based on 3GPP signaling (RRC, MAC-CE, DCI) procedures like legacy. UE may do the model-based LCM transparently to Network.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. In case Network activates/deactivates/selects/switches individual AI/ML models, Network may use 3GPP signaling (RRC, MAC-CE, DCI) procedures like legacy.
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM and model-ID based LCM.
FFS: whether model means model structure only or model paramerters+structure

Agreement 5-9g: 
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Issue 5-10: Applicability of LCM methods for Network-side models
[FL1] Proposal 5-10a:
For Network-side model and Network-part of two-sided model, functionality and model management is up to Network implementation.

	
	Yes
	No

	Agree?
	 Nokia/NSB Huawei, HiSilicon, DCM, CATT, LG, ETRI, ZTE, Ericsson, AT&T, CMCC
	

	Company
	Comments

	Fujitsu
	If data collection procedure is not included, it is agreeable.

	vivo
	This can be up to each use case’s consideration. May not need such high level conclusion and preclude all the possibilities.

	Samsung
	Agree but the functionality of network-side model can still be associated with some LCM aspects, e.g., dataset collection. For example, the network can indicate to the UE to which functionality the dataset is collected for. This way is a more streamlined solution for data collection of UE-side and network-side models. 

	CATT
	Agree. 

	Mediatek
	We agree the principle that for Network-side model and Network-part of two-sided model, functionality/model management should be left to network implementation as much as possible. 

	Spreadtrum
	Agree




[FL3] Proposal 5-10b:
For Network-side model and Network-part of two-sided model, functionality and model activation/deactivation/selection/switching/fallback, if applicable, is up to Network implementation.

	
	Yes
	No

	Agree?
	 Panasonic, CATT, ETRI, Fujitsu
	

	Company
	Comments

	ZTE
	Support

	Xiaomi
	We share similar view with vivo’s view in previous round . It should be discussed case by case. At least for the two sided model, whether activate the AI/ML functionality or fall back to legacy operation can’t be performed transparently to UE. Because it would also impact the UE’s decision on whether to activate the AI-based CSI compression or use legacy CSI feedback manner. 

	NEC
	Not support. To our understanding, NW-side model or NW-part of two-sided model is not always transparent to UE, if assistance signaling is still needed for NW-side model, explicit signaling based LCM is still useful.

	Lenovo
	What’s the granularity of the functionality-based LCM for a two-sided model, whether it is for the ‘Network-part of two-sided model’ or ‘the two-sided (paired) model’? 

	CMCC
	Do not support. At least some assistance information might be needed for UE side to make sure UE acknowledge these changes, after functionality and model activation/deactivation/selection/switching/fallback.



[bookmark: _Hlk128708991][bookmark: _Hlk128708725][FL closing remark] Not treated
This was not treated in this meeting. 
Please bring discussions in the next meeting on the overall framework of feature, functionality, model, identifications, applicable conditions, and LCM framework. They will be treated with high priority in the next meeting.



[Closed] Issue 5-11: Applicability of LCM methods for UE-side models
Note: We will first try to clarify the functionality/model-based LCM before discussing this proposal.
[bookmark: _Hlk128573290]Proposal 5-11a:
For UE-side models, further discuss the following alternatives:
· Alt 1: Use functionality-based LCM. Model-ID-based LCM is not needed.
· Alt 2: Use model-ID-based LCM. Functionality-based LCM is not needed.
· Alt 3: Consider both functionality-based LCM and model-ID-based LCM.

	· [bookmark: _Hlk119450756]
	Support
	Not support

	Alt 1
	Nokia, Samsung, LG,Ericsson, AT&T
	

	Alt 2
	
	Nokia

	Alt 3
	Nokia (with comments), vivo, Panasonic, OPPO, NEC
	

	Company
	Comments

	Nokia/NSB
	Support Alt. 1. 
OK to consider Alt.3 as well considering this is a SI and having some study on model-ID-based LCM is also beneficial even though we do not fully see a need for that for the use-cases that are under discussion in Rel-18. 

	Fujitsu
	We think we’d better to have this discussion after the conclusion of 5-8 and 5-9. According to our understanding, Alt2 is support, Alt 3 is acceptable.

	NTT DOCOMO
	Agree that the functionality and model ID should be clarified, before the down selection.

	ZTE
	Our first preference is Alt 2. And we can accept Alt 3. In our view, this is our initial study for AI/ML over air interface. The discussion should be future-proof. If we support model transfer in the future how Alt 1 can work?

	Samsung
	Alt1 is reasonable. 

	ETRI
	We share similar view with Fujitsu and DOCOMO. We can discuss further after the conclusion of 5-8 and 5-9.

	AT&T
	Support Alt. 1. Alt. 3 can also be considered based on functionality ID definition. 

	Panasonic
	We think the decision depends on following factors. 
- how much the network can accept the change of AI/ML model and related test coverage discussion.
- what amount the benefit can be obtained when UE changes AI/ML models.
We think these are not determined so quickly. Therefore, we propose to keep both approaches for now.

	OPPO
	For now, we should be open for study on both. Actually, we do not think they are separate LCM types. Functionality-based LCM can be naturally supported because it can reuse the non-AI functionality/feature configurations. Model ID-based LCM is needed for AI LCM, which is beyond Functionality-based LCM.

	Spreadtrum
	Prefer Alt1. But open at this stage.

	Qualcomm
	Prefer Alt 1 for Level y, but Alt 3 may be needed for Level z

	NEC
	We don’t think that functionality-based LCM alone is sufficient to allow proper network control for level y. In level y, network is expected to activate/deactivate AI/ML model and in order to achieve the same network needs to know that which AI/ML models are properly working. This can be handled in one of 2 ways:
- Option-1: In model id-based LCM, network tracks the performance of each AI/ML model id and based on which it understands that which AI/ML model is working properly and hence whether to activate/deactivate
- Option-2: In functionality-based LCM, network needs to continuously perform AI/ML monitoring procedure to determine whether a running AI/ML model is working properly or not because network has not way of knowing when UE switches its AI/ML model.
From our perspective, Option-2 leads to significant operational and signaling overhead for both UE and network and hence should be avoided.




FL comment: merged into 5-13

[Closed] Issue 5-12: Applicability of LCM methods for two-sided models
Note: We will first try to clarify the functionality/model-based LCM before discussing this proposal.
Proposal 5-12a:
For two-sided models, further discuss the following alternatives:
· Alt 1: Use functionality-based LCM. Model-ID-based LCM is not needed.
· Alt 2: Use model-ID-based LCM. Functionality-based LCM is not needed.
· Alt 3: Consider both functionality-based LCM and model-ID-based LCM

	· 
	Support
	Not support

	Alt 1
	Nokia, Samsung
	

	Alt 2
	vivo
	

	Alt 3
	Nokia(with comments), Panasonic, OPPO, NEC
	

	Company
	Comments

	Nokia/NSB
	A similar view as the UE-sided models. 

	Fujitsu
	We think we’d better to have this discussion after the conclusion of 5-8 and 5-9.
According to our understanding, Alt2 is support, Alt 3 is acceptable.

	Samsung
	Ok to study Alt3. But Allt1 is preferred and streamlined. 

	LG
	This seems to have dependency on training/inference assumption of two-sided model. For example, for separate training, alt1 seems sufficient but for joint training it may not work. Thus, it may be better to wait for related discussion/decision in CSI agenda for two-sided model. 
[Mod] In Moderator’s view, no matter which training Type 1/2/3 has been used, once models are trained and put into storage (either inside or outside NW), it doesn’t matter which training Type has been used, and there is no difference in their LCM.

	ETRI
	Refer to the comments in 5-11a.

	AT&T
	Ok with Alt. 3. 

	Panasonic
	Similar comment as the UE-side model.

	Qualcomm
	As long as model pairing ID is provided in the functionality configuration, the answer is the same as that for UE-side models:
Prefer Alt 1 for Level y, but Alt 3 may be needed for Level z

	NEC
	Same comment as in 5-11a




FL comment: merged into 5-13

Issue 5-13: Applicability of LCM methods for collaboration levels
Note: We will first try to clarify the functionality/model-based LCM before discussing this proposal.

Proposal 5-13a:
For Collaboration Level y, both functionality-based LCM and model-ID-based LCM are applicable.
For Collaboration Level z,
· Alt 1: Both functionality-based LCM and model-ID-based LCM are applicable.
· Alt 2: Model-ID-based LCM is applicable. Functionality-based LCM is not applicable.

	
	Support
	Not support

	Alt 1
	
	

	Alt 2
	Vivo, OPPO, NEC
	

	Company
	Comments

	Nokia/NSB
	We have the following suggestion, 
[bookmark: _Hlk128574279]For Collaboration Level y, both functionality-based LCM and model-ID-based LCM are is applicable. If model identification is supported, Model-ID-based LCM may be optional. 
For Collaboration Level z,
· Alt 0: Functionality-based LCM is applicable. If model identification is supported, Model-ID-based LCM may be optional. 
· Alt 1: Both functionality-based LCM and model-ID-based LCM are applicable.
· Alt 2: Model-ID-based LCM is applicable. Functionality-based LCM is not applicable.


	Fujitsu
	We think we’d better to have this discussion after the conclusion of 5-8 and 5-9.
According to our understanding, Alt1 is support.

	Samsung
	Do not support both alternatives as the proposal may give unintended impression. In our view, it is not whether the two approaches are applicable rather which approach is flexible, scalable and necessary. 

	LG
	Suggest to discuss this after previous proposals, e.g. 5-11/12.

	ETRI
	Refer to the comments in 5-11a.

	Panasonic
	We support the modification by Nokia/NSB.

	AT&T
	Support modification by Nokia.

	
	



[FL4] Proposal 5-13b:
In terms of applicability of functionality-based LCM and mode-ID-based LCM,
· For Collaboration Level y,
· Functionality-based LCM is applicable. If model identification is supported, Model-ID-based LCM is applicable. 
· For Collaboration Level z,
· Alt 1: Functionality-based LCM is applicable. If model identification is supported, Model-ID-based LCM is applicable. 
· Alt 2: Model-ID-based LCM is applicable. Functionality-based LCM is not applicable.

The following is identified for further discussion of pros and cons of functionality-based LCM and model-ID-based LCM:
· UE-side implementation flexibility/optimization in model applicability granularity, e.g., Doppler-specific models
· Test coverage and performance monitoring
· LCM operation complexity at the Network
· Model transfer support
· Two-sided model inference support
· Flexibility and scalability
	
	Yes
	No

	Agree?
	
	Samsung

	Company
	Comments

	Samsung
	This is a second level detail and shall be discussed after RAN1 has clarification what functionalities correspond to. It is too early to determine the pros and cons of the two approaches without such common understanding. 

	CATT
	Same understanding as Samsung. In addition, in our understanding, even for collaboration level z, the network can still ‘activate’ or ‘deactivate’ functionality, e.g. Alt 1.

	Panasonic
	For collaboration level z, our view is alt.1
For the list of the discussion, test coverage and performance monitoring are different aspects. Therefore, we propose to split the bullet to test coverage and performance monitoring.


	ETRI
	Remember yesterday's agreement. We agreed to study the relationship between functionality identification and model identification. Therefore, functionality identification and functionality-based LCM, and model identification and model-ID based LCM, do not have a one-to-one correspondence. Therefore, the following sentence may mislead companies’ understanding.
- If model identification is supported, Model-ID-based LCM is applicable.
Also, we think that it is better to study unified LCM for collaboration levels than to consider different LCM for each collaboration level. We can discuss this topic at the next meeting with more detailed proposals for functionality/model identification.

	Fujitsu
	These two bullets can be discussed separately.
Also, we share the similar view as that of Samsung it is too early to do the comparison on the pros and cons of these two approaches.

	CMCC
	Same view with Samsung. 
And in my opinion, even in collaboration z, functionality-based LCM is still possible.

	Xiaomi
	· For Applicability of functionality-based LCM and mode-ID-based LCM part,  the wording of “If model identification is supported” is a little misleading, it seems model identification will be precluded . But I think the intension here is if model identification is utilized or chosen, right? If so, we suggest to update the working as “if model identification is utilized” 
· For collaboration level z, we think functionality based LCM is still applicable 
As for the pros and cons between functionality identification and model identification, since the relationship between these two is not clear. We also think it is too early to compare the pros and cons. 



[FL closing remark] Active discussion
Please bring discussions in the next meeting on the overall framework of feature, functionality, model, identifications, applicable conditions, and LCM framework. They will be treated with high priority in the next meeting.

Issue 5-14: meta information
RAN1 agreed:
	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



RAN1 agreed:
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality

RAN2 agreed:
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

RAN1/2 has been using various terms, such as meta info, associated information, model description, model info, etc. Given the RAN2 agreement, FL suggests RAN1 to use the term meta information to denote information accompanying the model being identified.

In RAN#1 111, the following proposal (Proposal 4-12) was put forth by the FL, but the discussion did not progress further due to other priorities:
	Model identified by a model ID may be accompanied by model description. Model description may include:
· Model functionality (e.g., beam management, CSI compression, positioning)
· Vendor identification
· Version number
· PLMN ID
· Model scope, e.g., applicable scenarios, configuration, and/or sites
· Associated assistance information
· Model input and/or output information (if needed)
· Pre-/post-processing information (if needed)
· Information on pairing between UE-sided part and network-sided part of two-sided model 
· Model file type/size (if needed)
· Other aspects are not precluded
Note: Some of the above information may be implicitly carried/known by a model ID or other available information.
Note: Required/relevant model description may be different depending on whether the model is a proprietary model or an open format model. In particular, for a proprietary model, many of the model description may not be needed or may be implicitly carried by the model ID.



[FL1] Proposal 5-14a:
[bookmark: _Hlk128571053]Model identified by a model ID may be accompanied by meta information (i.e., model description). 

[image: A picture containing looking, dark
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FFS: Details contents of meta information

	
	Yes
	No

	Agree?
	 vivo Huawei, HiSilicon (clarification)
	

	Company
	Comments

	Nokia/NSB
	The main text in the proposal seems fine. We are not fully sure about the figure and seems not needed. 
RAN1 could discuss the format of model ID and what is carried in the meta information (context of the model and/or details on AI/ML algorithm). This meta information part may also have mutually understandable details (first part as in the figure) and encrypted details (second part as in the figure. These are vendor specific).  We are not sure whether this is covered in the figure (for level-y in the above figure). 
  
If RAN1 study model delivery for level-z, then model content (or exact algorithm could also be studied). But we think it is not the priority for the discussion. 


	Fujitsu
	We agree to the linkage between model ID and meta information. But we think it is unnecessary to discuss model delivery format part in this proposal. It could be a separate discussion?

	Huawei, HiSilicon
	Fine in general. But to clarify: this proposal only addresses the model identification procedure (including model transfer/delivery which is deemed as also model identification), right? 
[Mod] The proposal is about model identification.
In our view, the content of model ID related info may depends on the specific procedure: for model identification, model ID and meta info may be needed; for model selection/switching/activation/deactivation, meta info is not needed.

	NTT DOCOMO
	Generally fine with main text of the proposal. However, we are not sure if the figure is necessary. It makes the proposal intention vague.

	Futurewei
	We are not sure what this format is for; it seems like it is for model delivery by reading the figure. But should other LCM procedures use the same format?
In general, we support the use of meta information, or in our terms, the “attributes”. If we want to use Meta Info as the term, we need to define it first.

	Xiaomi
	We are OK with the text proposal. As for the figure, it also touches the issue about the collaboration level and the model transfer /delivery. It is premature to conclude this figure. 

	ZTE
	Our understanding is that this proposal belongs to model identification process. We don’t see the need to provide meta information during LCM procedures other than model identification. Therefore, we should firstly clarify what are the procedures/steps for model/functionality identification.

	CATT
	Agree in general. 
We’d better to change ‘Stored outside NW’ into ‘Not transferred via 3GPP OTA signaling’, and change ‘Stored inside NW’ into ‘Transferred via 3GPP OTA signaling’ to stick with the boundary definition between level y/z.

	LG
	This should be discussed after justifying the required case(s) for model-based LCM.

	NEC
	We fail to understand what could be the spec impact by “stored outside NW” and “store inside NW”. 
In addition, “identified to NW” means UE provides those information to NW, is it correct understanding?
[Mod] Yes

	ETRI
	We share similar view with LG.

	Mediatek
	Agree with Fujitsu that the linkage between model ID and meta information is required. It’s applicable to both collaboration level y and collaboration level z. Model delivery format is separate discussion. 

	OPPO
	It is not clear what is the relation between meta information and the functionality description in Proposal 5-8 and 5-9.
With functionality description, we see no need for the meta information. We can directly use the functionality description in model identification procedure.
[Mod] The discussion is about model identification.

	Ericsson
	We prefer the functionality based identification, without the need for meta information.
[Mod] Applicable functionality could/should be one aspect to be included in the meta information. At this point, I left the contents of meta information as FFS.

	Lenovo
	Model ID may be accompanied by some meta information/model description to be defined. But we don’t understand the figures: what does the rectangle mean, is it a frame or else? And why does ‘Meta info’ tightly follow the ‘Model ID’? We suggest no such figure. 

	Panasonic
	Although we agree the need to have Meta info, we are not sure Meta info itself needs to be stored in NW (as "model in a model delivery format" is only stored outside. 
Proprietary format or open format may also need to be required to be stored inside NW in both level y and z as multiple formats may be required to be handled in the NW. Therefore, stored outside NW in level y is not sure.

	Spreadtrum
	We are fine with the proposal. It can facilitate the discussion for model identification. For meta information, we think the applied condition/scenario for one model can be included. 
[Mod] At this point, I left the contents of meta information as FFS.

	CMCC
	We agree with the main text. Regarding the figure, it implies many things, which should be discussed separately. 

	Google
	OK with the text

	AT&T
	Agree with the text of the proposal. The figure should be removed.

	TCL
	Agree.




[bookmark: _Hlk128572293][FL3] Proposal 5-14b:
[bookmark: _Hlk128570873][bookmark: _Hlk128571067]An AI/ML model being identified by a model ID may be accompanied by meta information during model identification. 
Meta information refers to information regarding the AI/ML model necessary for model-ID-based LCM operations.
FFS: Details contents of meta information

[bookmark: _Hlk128571210]FL comment: Please note that this proposal is mainly re-stating what has been already agreed and the RAN2’s term of meta information.
		Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



RAN1 agreed:
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality

RAN2 agreed:
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.




	
	Yes
	No

	Agree?
	 CATT
	Panasonic

	Company
	Comments

	Panasonic
	It may not be only model-ID based LCM operation. Therefore, we propose following modification.
Meta information refers to information regarding the AI/ML model necessary for model-ID-based LCM operations


	ETRI
	We understand that FL's intent is to align the agreement between RAN1 and RAN2. However, as function/model identification is discussed, we think it is good to at least first clarify what role meta-information is introduced to play in the process of functionality/model identification. We can discuss the above suggestions later.


	Xiaomi
	· For the functionality identification, meta information is also needed 
· As for the meta information definition in the proposal, we think whether certain information is “necessary” to the LCM operation may depend on the LCM strategy and may be different among different operators.  So, we think current definition of the meta information is a bit restrictive. In our understanding, meta information refer to the description information of the AI model 


	NEC
	Before studying the metadata information associated with the model it is perhaps better to first understand how model identification process is expected to work for different use cases. For e.g. for the case when external server is responsible for model training and transfer, then model identification from gNB perspective could be exchange between gNB and external server and hence 3GPP enhancements would not be required.




[FL4] Proposal 5-14c:
An AI/ML model being identified by a model ID may be provided with some meta information (i.e., model description) during model identification. 
Meta information regarding the AI/ML model provided to the NW during model identification may include:
· Applicable AI/ML-enabled Feature
· Applicable model functionality/functionalities
· Associated assistance information
· Model pairing information for two-sided models (if applicable) 
Notes: Other aspects may be added as discussion progresses

	
	Yes
	No

	
	 
	

	Company
	Comments

	Samsung
	It is not clear to us what associated information represents. 

An AI/ML model being identified by a model ID may be provided with some meta information (i.e., model description) during model identification. 
Meta information regarding the AI/ML model provided to the NW during model identification may include:
· Applicable AI/ML-enabled Feature
· Applicable model functionality/functionalities
· Associated assistance information
· Model pairing information for two-sided models (if applicable) 
Notes: Other aspects may be added as discussion progresses


	CATT
	Since it is an identified model, at least for the very basic purpose of model inference, meta data should include information of input and output.
[Mod] They can be added later with discussion. In this proposal, we’re trying to agree on the relationship between a model and functionality/feature.

	Panasonic
	We share the view from Samsung.

	Lenovo
	It needs to be clarified whether an AI/ML model is identified within a UE feature report, or the applicable Feature is indicated within an AI/ML model identification, as similar with for the ‘model functionality’. Thus, we can remove the first two sub bullets.
[Mod] My understanding is the latter, but I think the bullets apply to both scenarios regardless.

	ETRI
	This should be discussed in the feature/model identification process. Applicable AI/ML-enabled features and model features/features can be identified by functionality identification rather than model identification.
[Mod] In this proposal, we are discussing model identification.

	Fujitsu
	We think “Associated assistance information” should be further clarified.

	CMCC
	Support in principle.
Since there might be multiple functionalities within one AI/ML-enabled feature, which one functionality will have an associated AI/ML-enabled feature, we think the first sub-bullet may not needed.
Besides, we think “model input and output” can also be added as meta information.
[Mod] I think the group’s understanding is that there may be more than one AI/ML-based functionalities within an AI/ML-enabled Feature.

	Fraunhofer
	Agree with Fujitsu on associated assistance information clarification. Also, in our view, if we do not agree in 5-8 that “each Functionality corresponds to a particular (set of) applicable condition(s),” the applicable conditions need to be part of the model meta-data

	Huawei, HiSilicon
	1) Same comment as Thu GTW, that maybe we can try to make a unified framework for meta information, including both functionality based and model ID based? For functionality based, maybe per model basis differentiation information is not needed, but input/output content/dimension information is needed to be reported.
2) “Associated assistance information” should be further clarified.
3) “Model pairing information for two-sided models” – does it mean the pairing ID? Or includes other information, like the configurations of supported CSI payload size, etc.
[Mod] It means a pairing ID.




[FL4] Proposal 5-14d:
An AI/ML model being identified by a model ID may be provided with some meta information (i.e., model description) during model identification. 
Meta information regarding the AI/ML model provided to the NW during model identification may include:
· Applicable AI/ML-enabled Feature
· Applicable model functionality/functionalities
· Associated assistance information
· Model pairing information (e.g., a pairing ID) for two-sided models (if applicable) 
Notes: Other aspects may be added as discussion progresses

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	Xiaomi
	We share similar view with Huawei that a unified framework for meta information should be striven for both functionality based and model ID based. We  could firstly identify which information should be included in the meta information.  For the model identification, may be some meta information can be conveyed by  associated functionality  or feature implicitly. But we think that is a next step for model identification. 

	ETRI
	As FL clarifies, this is about model identification. However, the inclusion of AI/ML-enabled Features and functionality/functionalities in the meta information means that model identification can replace functionality identification. Since we decided to further study the relationship between functionality identification and model identification, this proposal should be discussed in the next meeting.

	
	




[bookmark: _Hlk128654665][FL4] Proposal 5-14e:
An AI/ML model being identified by a model ID may be provided with some model description during model identification. 
Model description regarding the AI/ML model shared between the NW and the UE-side during model identification may include:
· Applicable AI/ML-enabled Feature
· Applicable conditions of the model
· E.g., via Applicable functionality/functionalities
Notes: Other aspects may be added as discussion progresses

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	



[FL closing remark] Active discussion
Please bring discussions in the next meeting on the overall framework of feature, functionality, model, identifications, applicable conditions, and LCM framework. They will be treated with high priority in the next meeting.

[bookmark: _Hlk127797816]Issue 5-15: framework for assistance information
During RAN1 #110, the FL had proposed the following (in Proposal 4-6)
	Proposal 4-6 in RAN1 #110

Study assistance signalling for data collection, model development, and inference for the purpose of determining the scope of the model, including:
· UE-side meta information, e.g., UE-side scenario, device type, etc.
· NW-side meta information, e.g., NW-side scenario, configuration, cell ID, etc.
· For one-sided model, for data collection, model development, and inference at the UE-side
· Assistance signalling from NW to UE
· For one-sided model, for data collection, model development, and inference at the NW-side
· Assistance signalling from UE to NW
· For two-sided model:
· Assistance signalling from UE to NW and from NW to UE
· The meta information from UE-side and NW-side associated with the collected data are made available to the model development and training entities
Note: The study should consider the feasibility of disclosure of propriety information



	Agreement from RAN#1 110-bis-e
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement from RAN#1 110-bis-e
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)




While use-case specific assistance information can be further discussed in each use case agenda, one framework of the NW providing assistance information to UE without revealing NW-side proprietary information is to use functionality ID and/or information provided within a functionality. Functionality granularity, and whether to provide extra information within a functionality, may be left to NW’s deployment choice, and generally, information can be abstracted as an ID to not reveal proprietary information. In this way, it is up to the NW whether to provide granular information, considering the trade-off between proprietary information protection and enablement of higher performing and lower complexity model development at the UE side.
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[FL1] Proposal 5-15a:
Assistance information from Network to UE for training data collection, inference, and various other LCM purposes may be provided in the form of functionality ID and additional information within a functionality in an abstract ID form that hides explicit details of NW-side proprietary information. 

In functionality-based LCM where UE selects a model, similar assistance information that is provided during training data collection may be provided to UE during inference to aid UE’s model selection and switching.

In model-ID-based LCM where NW selects a model, relationship between assistance information and a model may be provided to the NW during the model identification process, to allow the NW to perform model selection and switching.

Note 1: Whether to provide such assistance information, and its granularity, is up to Network implementation. 

Note 2: Whether and how to utilize such assistance information at the UE-side is up to UE-side offline engineering and UE implementation.

Note 3: Other ways of providing assistance information can be further discussed in each use case agenda.

	
	Yes
	No

	Agree?
	 
	Nokia/NSB

	Company
	Comments

	Nokia/NSB
	Figure used prior to the proposal seems not inline with our understanding on how this functionality-based LCM and model-ID-based LCM work. 
Also, it is not clear why model training is considered in the signalling as it should be an offline process. The data collection for model training does not have to support always by 3GPP signalling and non-3GPP ways of data collection for initial model training shall be considered at least in Rel-18. 
We suggest the following, 
Assistance information from Network to UE for training data collection, inference and various other LCM purposes may be provided corresponding to an identified in the form of functionality ID and additional information within a functionality in an abstract ID form that hides explicit details of NW-side proprietary information. 
· The required assistance information may be known the network during the functionality identification process (e.g., UE functionality support report, UE capability report)
In functionality-based LCM where NW UE selects a functionality model, similar assistance information that is provided during training data collection may be provided to UE during inference, to aid UE’s model functionality selection and switching.

In model-ID-based LCM where NW selects a model, relationship between assistance information and a model may be provided to the NW during the model identification process, to allow the NW to perform model selection and switching.

Note 1: Whether to provide such assistance information, and its granularity, is up to Network implementation. 

Note 2: Whether and how to utilize such assistance information at the UE-side is up to UE-side offline engineering and UE implementation.

Note 3: Other ways of providing assistance information can be further discussed in each use case agenda.


	Fujitsu
	We can discuss it after functionality-based LCM and model-ID-based LCM becoming clear.

	vivo
	We support this proposal in general. Some update is preferred below:
· Functionality ID is not needed in our understanding.
· Abstract ID may not be needed in some cases. This can be up to each use case dissertation.
· How this work for functionality identification and model identification can be discussed still needs some further study.


[FL1] Proposal 5-15a:
Assistance information from Network to UE for training data collection, inference, and various other LCM purposes may be provided in the form of functionality ID and additional information within a functionality in an abstract ID form that hides explicit details of NW-side proprietary information. 

In functionality-based LCM where UE selects a model, similar assistance information that is provided during training data collection may be provided to UE during inference to aid UE’s model inference, selection and switching.

In model-ID-based LCM where NW selects a model, relationship between assistance information and a model may be provided to the NW during the model identification process, to allow the NW to perform model selection and switching.

Note 1: Whether to provide such assistance information, and its granularity, is up to further discussion in each use case. 

Note 2: Whether and how to utilize such assistance information at the UE-side is up to further discussion in each use case UE-side offline engineering and UE implementation.

Note 3: Other ways of providing assistance information can be further discussed in each use case agenda.


	Huawei, HiSilicon
	It looks the proposal tangles two things: the application of assistance information to LCM, and the functionality/model-ID based LCM.
Maybe a neat way is to first discuss the assistance information to LCM, which is reworded as below:
Assistance information from Network/UE to UE/Network for training data collection, inference, and various other LCM purposes may be provided in the form of functionality ID and additional information within a functionality in an abstract implicit ID form that hides explicit details of NW-side/UE-side proprietary information. 
In functionality-based LCM where UE selects a model, Similar assistance information that is provided during training data collection may be provided to UE/NW during inference to aid UE/NW’s model selection and switching.
Note 1: Whether to provide such assistance information, and its granularity, is up to Network/UE implementation. 
Note 2: Whether and how to utilize such assistance information at the UE-side/ NW-side is up to UE-side/NW-side offline engineering and UE/NW implementation.
Note 3: Other ways of providing assistance information can be further discussed in each use case agenda.

This implicit ID can be applied to both functionality based LCM and model-ID based LCM, but how they would jointly operate with each other can be discussed after we have a more clear conclusion on how functionality/model-ID based LCM works.

	NTT DOCOMO
	Before this discussion, the definition of functionality should be defined.

	Futurewei
	We are not sure whether this approach works, “Assistance information from Network to UE for training data collection, inference, and various other LCM purposes may be provided in the form of functionality ID and additional information within a functionality in an abstract ID form that hides explicit details of NW-side proprietary information. ”
This approach seems to have two issues:
a) the UE side needs to understand the abstract ID in order to interpret it correctly, so the proprietary information is not preserved (as long as the UE can interpret it).
to understand the abstract ID, the NW and the UE needs to have a common definition/assignment of the ID, which is an extra process that has not been discussed.

	Xiaomi
	· The necessity of functionality ID and the functionality identification procedure is not clear. It is too early to conclude including the assistance information in the form of functionality ID. 
· For the model switching/selection, what kind of assistance information is needed and how to configure the assistance information could be discussed per use case. 
[Mod] It’s up to the UE-side model design whether to design a single generalizable model, one specific model for each functionality, or any other correspondence between model and functionality. In functionality-based LCM, this choice will be (largely) transparent to the Network, and UE could even develop multiple models per functionality. In model-ID-based LCM, UE-side can still develop a single generalizable model, one specific model for each functionality, or any other correspondence between model and functionality. When model is identified to the Network, list of functionalities where each model is applicable should be provided to the Network.

	ZTE
	1. This proposal seems to assume functionality ID is always necessary.  This is not the case as we should wait for progress for model/functionality identification.
2. Both UE and NW are responsible to provide necessary information for data collection.
3. The assistance information should be provided during model/functionality identification.  Therefore, we prefer not to discuss other LCM procedures(e.g., model selection and model switching) in this proposal.

	[bookmark: _Hlk128570112]Samsung 
	[bookmark: _Hlk128570574]If RAN1 is discussing about specification support for assistance information, it should 
The following questions shall be addressed before discussing about the provision of assistance information via model ID.
· Is it feasible for the network to know the details of all UE side models so that it will give tailored assistance information for an individual model?
[Mod] No. Assistance information being discussed here is what Network provides to UE that may be relevant for UE-side model development/training.
· If this assistance information also includes the case, for example, data collection for the initial model training and development? Then does it mean a model ID can be allocated to a model yet to be developed?
[Mod] Model ID pre-allocation is not needed. UE-side can develop/train models, and when each model is identified to the Network, applicable assistance information should be provided together with the model.
· Is this approach flexible enough to introduce new models and deploy them? 
[TY] Yes.

	CATT
	While we understand that the ‘abstract ID’ is to hide the proprietary information, we are not sure whether and how this will be specified.

	LG
	For data collection, there are other ways to provide assist info than directly providing functionality ID. 
Suggest to hold the discussion for model-based-LCM after justifying the required case(s) for model-based LCM.

	NEC
	We fail to understand what is “abstract ID” and how an ID can be assistance information. We do need more clarifications.

	ETRI
	It should be discussed after clarification for Functionality/model-ID based LCM.

	OPPO
	As comments for Proposal 5-8, we see no need for functionality ID.
And it is not clear about the definition of “abstract ID”. What is its relation with functionality ID?

	CMCC
	Regarding the functionality ID part, we think whether it is needed or not is still under discussion. 
Regarding the abstract ID part, we are not clear about its meaning. If it is used for hiding proprietary information, how does it work?

	Google
	We are not sure why functionality ID and abstract ID are needed.

	AT&T
	Prefer to wait till proposal 5.8 and 5.9 are approved. 

	
	





[FL3] Proposal 5-15b:
Assistance information from Network to UE for training data collection, inference, and various other LCM purposes may be carried implicitly by a functionality or explicitly via configurations within a functionality. 

In functionality-based LCM, similar assistance information that is provided during training data collection may be provided to UE during inference.

In model-ID-based LCM, relationship between assistance information and a model may be provided to the NW during the model identification process.

Note 1: Whether to provide such assistance information, and its granularity, is up further discussion in each sub-use case.

Note 2: Whether and how to utilize such assistance information at the UE-side is up further discussion in each sub-use case.

Note 3: Other ways of providing assistance information can be further discussed in each use case agenda.

	
	Yes
	No

	Agree?
	 
	Panasonic

	Company
	Comments

	Panasonic
	For now, we prefer to focus first bullet point and notes.  We are not yet sure functionality-based LCM and model ID-based LCM bullet points as the discussion is not yet mature for the definition in 5-9. So we propose to agree following.

Assistance information from Network to UE for training data collection, inference, and various other LCM purposes may be carried implicitly by a functionality or explicitly via configurations within a functionality. 
In functionality-based LCM, similar assistance information that is provided during training data collection may be provided to UE during inference.
In model-ID-based LCM, relationship between assistance information and a model may be provided to the NW during the model identification process.
Note 1: Whether to provide such assistance information, and its granularity, is up further discussion in each sub-use case.
Note 2: Whether and how to utilize such assistance information at the UE-side is up further discussion in each sub-use case.


	
	




[bookmark: _Hlk128568748][FL4] Proposal 5-15c:
Assistance information from Network to UE for training data collection, inference, and various other LCM purposes may be carried by a functionality itself or via configurations within a functionality. 
Note: Other ways of providing assistance information can be further discussed in each use case agenda.

	
	Yes
	No

	Agree?
	 Samsung
	

	Company
	Comments

	Samsung
	This is a good starting point and provides a streamlined solution for data collection assistance and other LCM assistances. 

	CATT
	It seems only touch ‘UE side data collection’. We should to make a NW-sided one in parallel. 
[Mod] “Functionality” is something that NW announces to UE. May I ask how the assistance information from UE to NW is relevant to this?

	Panasonic
	We are not able to understand the meaning of "carried by a functionality itself". Does it mean embedded with the AI/ML model?

	ETRI
	We have same comment with Panasonic.

	CMCC
	Not clear about the meaning of “carried by a functionality itself”, does that means that the assistance information can be carried by a process, like functionality activation/switch? 

	Fraunhofer
	Agree in principle. Maybe rephrase “carried by a functionality itself” to “associated with a functionality” or something in this direction?

	Huawei, HiSilicon
	Suggested changes:
Assistance information from Network to UE for at least training data collection, inference, and various other LCM purposes may be implied carried by a functionality itself or via configurations within a functionality. 
· The above assistance information includes the assistance information from NW to UE or from UE to NW.
· The above assistance information is for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side
Note: Other ways of providing assistance information can be further discussed in each use case agenda.

[Mod] “Functionality” is something that NW announces to UE. May I ask how the assistance information from UE to NW is relevant to this?




[FL4] Proposal 5-15d:
Assistance information from Network to UE for at least training data collection, inference, and various other LCM purposes may be implied carried by a functionality itself or via configurations within a functionality. 
Note: Other ways of providing assistance information can be further discussed in each use case agenda.
Note: The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.

	
	Yes
	No

	Agree?
	 
	Panasonic

	Company
	Comments

	Panasonic
	Thanks for the clarification of the meaning of "carried by a functionality". I see the meaning is implied. Then, before to agree this proposal, to clarify what is implied by the functionality itself would be more important. The configuration within a functionality would be generic and it would not be required to be specifically agreed in our view. Then, we are not sure the meaning/merit to agree this for now.


	Xiaomi
	Similar comment with other company. More clarification is needed for “by a functionality” and “configurations within a functionality”. Does that mean implicit way and explicit way, respectively ? 

	ETRI
	We share similar view with Panasonic.



[FL closing remark] Active discussion
Please bring discussions in the next meeting on the overall framework of feature, functionality, model, identifications, applicable conditions, and LCM framework. They will be treated with high priority in the next meeting.

Model configuration

Huawei:
Proposal 17: Whether to consider model configuration as an individual procedure in LCM can be postponed until its definition is clear.

Apple:
Proposal 8: Model registration and model configuration need not to be standardized. 


Model deployment
Huawei:
Proposal 1:  Define the following terminologies if needed: 
	Model deployment
	Process of converting an AI/ML model into an executable form and deploy it to a target device where inference is to be performed.
Note: The conversion may happen before or after delivery



Nokia:
Proposal 10: Model configuration and deployment issues are addressed by vendors in a proprietary way, and RAN1 does not need to consider model deployment aspects in the study.

CAICT:
Proposal 8: The process of convert an AI/ML model into an executable form should be defined and further study. 

Lenovo:
Proposal 13: 	Study the model deployment issues together with UE capability.

Model delivery and transfer
	Working Assumption from RAN1 #111
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared




	FL recommendation 3-53d:
FL recommendation: Consider the following aspects for discussion of model delivery format options and their feasibility, pros, and cons. The list is provided as a guideline for companies to bring discussion in the next meeting.
· Interoperability: does a model transferred from NW/UE side to UE/NW side work in a plug-and-pay manner?
· Device capability for compiling and running the model
· Hardware efficiency (device-specific optimization)
· Proprietary information disclosure across vendors
· Testability aspects: including how to involve testing equipment
· Offline co-engineering efforts
· Feasibility for deployment involving multiple vendors
· Flexibility for model update
· Model performance
1. If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?
· Impact on other common KPIs (e.g., over-the-air overhead, inference complexity, training complexity, LCM related complexity and storage overhead, [latency])
· Specification effort
Model delivery format options under consideration include, at least
· Vendor-specific format (e.g., device-specific run-time binary image)
· 3GPP-standardized/adopted model representation format (MRF) (e.g.,.h5, .pt, .mlmodel, ONNX, or custom 3GPP-developed MRF)
· Any other aspects
Note: The discussion is about model delivery format.
Note: For the 3GPP-standardized/adopted MRF, if adopted, the choice of format is FFS.
Note: Some aspects may belong to RAN2 discussion, in which case RAN1 can give appropriate guidance based on RAN1 understanding.
FFS: Applicability to collaboration level y and z



	Proposed conclusions 4-19b from RAN1 #111 (not agreed): 
Conclusion on device-specific vs. agnostic model:
Concerns with a model developed without device specific considerations:
· Suboptimal performance due to unoptimized model design for the device (e.g., device specific input, device specific pre-processing, device specific power/complexity/performance trade-off considerations)
· Hardware efficiency (lack of device-specific optimization for hardware implementation)
· Interoperability issue: Models may not run in a plug-and-play manner at the device.
· Model performance (e.g., inference latency) at the target device may not be guaranteed.
· Lack of vendor differentiation, potentially hindering innovation
Benefits of a vendor-/device-agnostic model:
· Less offline engineering effort across vendors for two-sided model training

Conclusion on model delivery using an open-format model compared to proprietary-format models 
Concerns with model delivery in an open format:
· It may require device capability for compiling and running the model.
1. FFS: device capability for parameter-only update
· Proprietary model information is disclosed across vendors.
· Specification impact
Benefits of model delivery in an open format:
· Shorter model update timescale compared to proprietary-format models that need offline model re-training, compiling, and testing


Conclusion on model parameter update after deployment 
Concerns
· Unlike in offline training where the trained model can go through extensive functionality and performance testing, model parameter update after deployment may lead to unoptimized and/or unexpected device behavior/performance.



	FL comment from RAN1 #111
There are varying opinions on the need of model delivery/transfer. FL encourages
· Proponents to bring discussions on why model delivery/transfer may be useful and their use cases
· Opponents to bring discussions on why model delivery/transfer is not needed
· In which scenarios model delivery/transfer may or may not be needed




Spreadtrum:
Proposal 2: Suggest to consider the following terminology definition:
· AI/ML model transfer: Delivery of an AI/ML model over the air interface with non-transparent 3GPP signalling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

Huawei:
Proposal 1:  Define the following terminologies if needed: 
	AI/ML model transfer
	Delivery of an AI/ML model via air-interface signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



Proposal 9: For the study of one-sided AI/ML model, model training without model transfer/delivery should be considered as a starting point, i.e.,
· On-Network training for Network-side model.
· On-UE training for UE-side model.

NTT Docomo:
Proposal 7:
	Model conversion
	Process of converting a trained AI/ML model into an executable form for inference at a target device. 

	Model delivery
	Process of both model conversion and model delivery, where model conversion may or may not be performed before model delivery.



Proposal 3: Deprioritize model transfer with open format models in LCM discussion until the feasibility is confirmed.

CATT:
Proposal 1: The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface via 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



Proposal 20: For model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer.
· Periodicity/trigger.
· Latency and reliability requirement.
· Model delivery format.
Proposal 21: Further study proprietary format and open format in a parallel way.
Proposal 22: Model description information should be provided during model transfer, regardless proprietary format or open format is used.

Nokia:
Proposal 3: Confirm the following working assumption with the updates in Red. 
Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion:
	Proprietary models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format
NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared
· FFS: what a model’s metadata should contain

Proposal 8: RAN1 to prioritize in Rel.18 study the model training at one side (UE or NW), including separate training of the two-sided models.

Proposal 14: RAN1 to deprioritize solutions that require 3GPP-specified open-format models unless there is a clear justification.
Proposal 15: RAN1 to study 3GPP-based signaling mechanisms required for delivery of proprietary UE ML Models.

Futurewei:
Proposal 11: RAN1 to identify and study the aspects of model transfer/delivery pertinent to RAN1. 

ZTE:
Proposal 8: RAN1 concludes the pros and cons of supporting “proprietary model” and “open-format model”. Then, RAN1 should send LS to other working groups (e.g., RAN2 and SA2) to check the feasibility of supporting open-format models.

Proposal 9: Leave the discussion on model storage and delivery options to RAN2. RAN1 can proceed current work assuming model delivery may be from a 3GPP entity or from a non-3GPP entity.

Ericsson:
Proposal 5	Conclude that the outlined alternatives to model transfer, shall for each use case be prioritized in further discussions in this SI

Proposal 6	Use scenarios in Table 1 with pros/cons in Table 2 for the model transfer/delivery discussion

Proposal 7	RAN1 should provide the conclusion to RAN2 that model transfer is not needed for the current studied use cases. RAN2 may study model transfer principles for future use cases.

Google:
Proposal 13: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.
Vivo:
Proposal 2:	To fight against the AI/ML generalization problem, generic model would typically have larger computation complexity and storage overhead, while zone/site specific models would need simple model structure and small model size.

Proposal 3:	Model delivery/transfer is necessary due to flexibility for model update and per cell or area optimization.

Proposal 5:	Study the following public formats for model transfer:
· AI/ML model public format coordinated by the two sides; 
· One public format for model description, such as ONNX;
· New format for model description defined by 3GPP.	

Proposal 6:	RAN1 concludes typical model size, frequency of model transfer/update and latency requirement and send LS to RAN2 to facilitate the discussion of solutions for the model transfer.

Proposal 7:	Model transfer capability may consider the alignment between UE and network on supported structures, quantization and processing.

Xiaomi:
Proposal 6: At least model delivery/transfer from network to UE should be considered. 

Proposal 7：Notify RAN3 and SA the potential model delivery cases 

NEC:
Proposal 11: Study AI/ML model transfer with 3GPP network assistance at least for the case of two-sided AI/ML model or when online training is required for an AI/ML model.
Proposal 12: Study AI/ML model transfer using open AI/ML format. FFS details of open format, support of vendor specific algorithms.

Intel:
Proposal-6: Consider characterizing the different aspects of model transfer – model size, model complexity  and model description corresponding to the different use-cases

CMCC:
Proposal 2: Study the following options and potential spec impact of model delivery. 
· Opt1. UE specific format based model transfer
· Opt2. Standard format based model transfer
· Opt3. OTT/OAM based model delivery 

Panasonic:
Proposal 6: The high level framework and corresponding pros/cons of AI/ML model delivery/transfer with open-format model should be concluded in the study. It is not required to have detailed realization in the study item.
Proposal 7: To take the observation of pros/cons of AI/ML model delivery/transfer with open-format model as following.
- The merit of AI/ML model delivery/transfer with open-format model is to allow certain site specific model without disclosing the network proprietary information, shorter update cycle with multi-vendor improvement/knowledge, and management of large AI/ML models without the restriction on the number of specified test.
- The demerit of AI/ML model delivery/transfer with open-format model is more specification effort, the need of the compilation to the specific implementation, possible more power consumption and more expensive HW cost.
Proposal 10: The need of test after online training before the deployment needs some discussion.

Rakuten:
Proposal 1: Application of proprietary AI/ML model application in case of model z can be precluded.

Lenovo:
Proposal 9:	Study the methods of AI/ML model transfer over air interface in RAN2, such as the procedure and relevant signaling interactions.

Proposal 10: Study the feasibility of the proposed model transfer scheme with respect to the payload and delay requirements on air interface

Samsung:
Proposal #2: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving-node-specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Proposal #3: RAN1 considers the following three cases regarding model transfer
Case1: Model transfer with open-format 
Case2: Model transfer with proprietary format
Case3: No specification support for model transfer including proprietary delivery and proprietary format. 

Proposal #4:  Further consider two categories for model transfer
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model is known.
Cat2: Model transfer for a completely new model to the receiving node.

Apple:
Proposal 13: For level z, 3GPP consider endorse a few existing AI model formats. 3GPP does not specify its own model format for model delivery.

Qualcomm:
Proposal 18: Prioritize offline model compiling and testing over model transfer of updated model parameters.

MediaTek:
Proposal 19: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model format to RAN2 discussion. RAN1 should provide inputs for the requirements of model transfer/delivery in terms of model size, latency and model update frequency to RAN2 to evaluate the applicability of different model transfer/delivery solutions.  


[Closed] Issue 5-16: Model delivery and format discussion
[image: A picture containing diagram

Description automatically generated]
[FL1] Proposal 5-16a:
Consider, for Rel-18 SI discussion, the following Cases for model delivery/transfer, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location
	Model compilation responsibility

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site
	UE-side

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site
	UE-side

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side
	UE-side

	z3
	model transfer in open format
	3GPP Network
	NW-side
	UE



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.


	
	Yes
	No

	Agree?
	 Huawei, HiSilicon (comments)
	

	Company
	Comments

	Nokia/NSB
	Ok to list down the option to help RAN1 understanding of different options. However, we do not see any need of model delivery based on 3GPP signalling for rel-18 use-cases. 

	Fujitsu
	We fine with the proposal in general. Regarding NW side, different NW entity may bring different high layer STD impacts. RAN1 can put the focus on the study of necessity/feasibility of having model deliver/transfer in this SI first.

	vivo
	We would like to have the following update.
· Last meeting we have already defined model update and model parameter update. We may need to discern these two cases also. Thus a z4 case is added.
· Compilation is not defined. We prefer to change the terminology to “Conversion to preferred form at UE side”.
[FL1] Proposal 5-16a:
Consider, for Rel-18 SI discussion, the following Cases for model delivery/transfer, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location
	Conversion to preferred form at UE side

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site
	UE-side

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site
	UE-side

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side
	UE-side

	z3
	model transfer in open format with model parameter update
	3GPP Network
	NW-side
	UE

	z4
	model transfer in open format with model update
	3GPP Network
	NW-side
	UE



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.






	Huawei, HiSilicon
	Fine in general, except for one comment: for z3, Model compilation responsibility should also be “UE side”? If the UE does not have the capability of compiling, then it needs to deliver the model with open format to the non-3GPP entity for compiling.
BTW, from spec impact perspective, z1 and z2 are identical.

	NTT DOCOMO
	Could you clarify what the neutral site means? 

	Futurewei
	We don’t see the necessity of defining this table and how it will be helpful to guide the discussion.

	Xiaomi
	· In our understanding, the training location have no impact on the discussion of model transfer/delivery. The model storage location is more important. We suggest to don’t discuss where the model is trained 
· For the model compilation responsibility, we feel a little confused about why we discuss this issue. It seems one implementation issue. 
· And for the second column , we think we need to be careful about using the words “model delivery” or “model transfer”. Based on our understanding, whether it is model transfer or model delivery, it depends on whether 3GPP signaling is involved or not. Currently, it seems whether signaling is involved or which signaling is involved is out of RAN1 scope. It should be decided by RAN2 or SA
· From the perspective of RAN1, we think categorizing the  model transfer/delivery as the following cases would be sufficient for discussion and comparison
· Model transfer/delivery between UE and non-3GPP entities 
· With open format or proprietary format
· Model transfer/delivery between UE and 3GPP NW entities 
· With open format or proprietary format


	ZTE
	Fine to clarify the understanding in RAN1 although we think some options may not be specified in the near future. For completeness, we prefer to have another option:
	Z4
	model transfer in open format
	3GPP Network
	UE-side
	UE




	CATT
	· Is there any difference between UE-side and UE in the last column?
· For partial model transfer, if there is only model parameter update, it may not require compiling, right?

	LG
	No strong view but this may better fit to RAN2 since model transfer signaling would be up to RAN2 anyway.

	NEC
	Similar view as Nokia. In more details, to our understanding,
Case y should not be a 3GPP discussion point.
Case z1, seems no model transfer needed.
Case z2/z3, seems we need to make decision first to support one of them.

	Mod
	Please comment on 5-16b




[FL1] Proposal 5-16b:
Consider, for Rel-18 SI discussion, categorizing the following Cases for model delivery/transfer from NW to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Agreement 5-16c
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

[FL2] Clarification 5-16d:
Clarification on the wording “proprietary format” to avoid potential confusion:

The wording “proprietary format” in the agreed table refers to UE-side vendor-/device-specific format (e.g., compiled binary executable format) as appears in the following working assumption terminology. 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format



However, the wording “proprietary format” does not necessarily mean that the model design is hidden from the other side. For example, in Case z2, the model is trained at the NW side. As a result, NW side knows the model design/parameters. At the same time, UE-side vendor compiles the model and stores it back to the network for model transfer. As a result, UE-side knows the model design/parameters too. So, in this case, both NW and UE sides know the model design/parameters, despite the wording “proprietary format”.

In contrast, in Case z1, if the model is trained at the UE-side, the model design/parameters remain proprietary to the UE side.

To clarify the boundary between z4 and z5, here are some helpful examples:
Examples of z4 (“known model structure”)
· UE indicates, in its capability report, the support of model ID X, which is associated with a certain model structure. NW transfers the initial model (structure and parameters) to the UE in an open format.
· Continuing the previous example, NW further trains the model and transfers the updated model parameters to the UE in an open format.
· UE indicates, in its capability report, the support of model IDs X and Y for a given sub-use-case. Model X and Model Y have different structures. UE initially has the Model X. Then, NW transfers a Model Y to the UE in an open format and asks UE to do model switching from X to Y.
Examples of z5 (“unknown model structure”)
· NW transfers to UE a model whose structure was not explicitly indicated in UE capability.

[FL2] Proposal 5-16e:
In the agreed table,
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



the wording “proprietary format” refers to UE-side vendor-/device-specific format (e.g., compiled binary executable format) as appears in the following working assumption terminology. 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format



In z4, the “known model structure” means a model structure for which the UE has explicitly indicated support (e.g., via model ID in UE capability).
In z5, the “unknown model structure” means any other model structure not appearing in z4. (e.g., any other structure not included in the list of model IDs in UE capability).

	Company
	Comments

	Panasonic
	For z4, it is not so obvious whether explicitly indicate or implicitly indicated by the specific function/model. Therefore, we propose to remove "explicitly". We are ok the other part.


	ETRI
	This makes understanding more difficult. Wouldn't it be a misbehavior of the NW to transfer to the UE a model that the UE's capabilities cannot support?

[Mod] It will be a misbehavior in z4, while z5 accommodates such possibility. z5 will require a different UE capability framework beyond model ID.

	LG
	First part of the proposal seems not necessary since it refers to previous agreement and working assumption. 
[Mod] Some companied asked for clarification, so it will be good to have clarification.
We also think that the clarification of known/unknown model structure is critical/important based on the comment/guidance from Mr. Chairman during online discussion.

	Samsung
	With the above, it is a bit confusing what the difference is between Z1 and Z2 from model delivery/transfer perspective and from whether the model is open or proprietary perspective. 
[Mod] z1 and z2 have no difference from the model delivery/transfer and model format perspective. They only differ in training location. I think it’s already clear from the table in the agreement. 
Moreover, the example for Z5 and Z4 boundary is not needed.
In z4, the “known model structure” means a model structure for which the UE has explicitly indicated support (e.g., via model ID in UE capability).
In z5, the “unknown model structure” means any other model structure not appearing in z4. (e.g., any other structure not included in the list of model IDs in UE capability).
[Mod] Without the examples, there is still question of what “explicit indication” means. There are enough agreements on the use of model ID in RAN1 and RAN2, so the FL thinks that the example helps further clarifying what is meant by z4 and z5.


	Fujitsu
	Referring to added wording for “proprietary format”, we may add wording for ‘open format’ as well to make it clearer.

	CATT
	OK for proprietary format.
For known/unknown, we have a concern that: are we assuming we will specify ‘indication of supported model format’ procedure?

	ZTE
	OK with the intention. But we feel that UE capability report may not be able to indicate the supported model structure as the description on a model would be very complicated. Align the model structure may need offline coordination.




[FL3] Proposal 5-16f:
In the agreed table,
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



the wording “proprietary format” refers to UE-side vendor-/device-specific format (e.g., compiled binary executable format) as appears in the following working assumption terminology. 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive



In z4, the “known model structure” means a model structure for which the UE has explicitly indicated support (e.g., via model ID in UE capability).
In z5, the “unknown model structure” means any other model structure not appearing in z4. (e.g., any other structure not included in the list of model IDs in UE capability).

	
	Yes
	No

	Agree?
	 
	Panasonci

	Company
	Comments

	ZTE
	OK with the intention. But we feel that UE capability report may not be able to indicate the supported model structure as the description on a model would be very complicated. Align the model structure may need offline coordination.

	Panasonic
	We propose to modify as following.
In z4, the “known model structure” means a model structure for which the network knows UE has explicitly indicated support (e.g., it can be via model ID in UE capability).



	CATT
	Just one clarification question: structure here is sticker than backbone, right? It means, for example: If a UE supports a 4-layers transformer model, it does not mean the UE can support a 5-layers transformer model, because the ‘structure’ is not the same, right?

	NEC
	Similar comment as ZTE



[FL closing remark] Agreed, but further clarification may be needed.
Agreement was made in 5-16c. Further clarifications were discussed but were not agreed. 


Issue 5-17: Proprietary model clarification

[FL1] Proposal 5-17a:
Confirm the following working assumption from RAN#1 111 with the updates in Red. 

Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion:
	Proprietary models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format
NOTE: A proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared
· FFS: what a model’s metadata should contain

	
	Yes
	No

	Agree?
	 Nokia/NSB, DCM, CATT, Panasonic
	

	Company
	Comments

	Nokia/NSB
	Support 

	Fujitsu
	Support

	Huawei, HiSilicon
	The red part seems to address a different meaning with the original definition of proprietary models.
The original definition of proprietary model is that it is converted to the binary image after being compiled. But the intention of adding the red part seems to understand that the model structure is unknown (so that the metadata is used for a sort of model selection?).
The red part here seems to say the metadata is attached with the model, which may be applicable to both open format and proprietary format.
[Mod] The model structure may be known or unknown to the third party depending on how the model was developed/trained. The red part is to clarify that, even when the model structure is unknown to the third party, the model can be supplemented with metadata to allow the third party to manage the model.
It is true that the metadata can also be applicable to open format. However, the open format model is recognizable to the third party by definition, so we don’t need such clarification.


	Xiaomi
	We are OK with the update

	LG
	Not urgent to confirm this WA. We need to figure out whether and what RAN1 impact is expected with these two model formats.

	Mediatek
	Support

	ZTE
	Not necessary. The metadata can be discussed in model identification as model description information.

	Ericsson
	Not support. We think the content of metadata should be discussed prior to this agreement. FFS is not sufficient. 

	Spreadtrum
	Support



[FL closing remark] Not treated
This was not treated in this meeting.

Issue 5-18: model transfer terminology
Based on the WA,
	Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.



the definition of model transfer shall be revised to reflect that the model is delivered via 3GPP signaling in collaboration Level z. This change is to reflect the group’s understanding of model transfer into the terminology definition. Otherwise, the definition is not consistent with the above working assumption.
[FL1] Proposal 5-18a:
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface via 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



	
	Yes
	No

	Agree?
	 DCM, CATT, LG, Ericsson, Panasonic, ETRI, CMCC, AT&T, NEC
	

	Company
	Comments

	Nokia/NSB
	OK. This is anyways the case based on earlier working assumption. 

	Fujitsu
	Support

	Huawei, HiSilicon
	It is not our 1st preference, but we can live with it.

	Samsung
	We prefer the following in alignment with the working assumption. 
Delivery of an AI/ML model over the air interface via transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model
[Mod] Per our definition, model delivery is a term that includes model transfer as a special case.
[SS2] Sorry moderator. It was a typo in our first reply. It is now corrected as below. 
Delivery of an AI/ML model over the air interface via a non-transparent manner to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model


	Mediatek
	We prefer the original definition.
[Mod] Could you share your concern?

	ZTE
	OK with the change.

	Spreadtrum
	Support

	CMCC
	Support.

	Sony
	Support.



[FL closing remark] May revisit this
To be discussed/clarified, if needed, in future meetings.


Model inference operation
Huawei, HiSilicon:
Proposal 16: Study the following aspects for pre/post-processing: 
· Pre/post-processing methods, e.g. scalability to different input/output dimensions, channel conversion, quantization methods, etc. 
· Potential spec impact on how to align the pre/post-processing methods between Network and UE.

ZTE:
Proposal 10: For model inference operation, further study
· Data required for model input, e.g., reference signal configuration and assistance information delivery
· Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource

Google:
Proposal 6: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.

Proposal 7: Study parallel model inference based on the same or different AI/ML models.

Vivo:
Proposal 27:	Study the assistance information needed for model inference.

Nvidia:
Proposal 13: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 14: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model inference output and post-processing.

NTT Docomo:
Proposal 14: Study the mechanism to apply fallback operations of each sub use case. 

TCL Communication:
Proposal 5: To reduce the signaling overhead between the UE and the gNB, a rule is needed to roughly classify the model complexity.

Proposal 6: Some constraints shall be added on the post-processing, in order to avoid obtaining an oversimplified low-performance model from post-processing.


Issue 5-19: (placeholder)


Functionality/model selection, activation, deactivation, switching, and fallback operation
	RAN1 #110bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms




Huawei, HiSilicon:
Proposal 1:  Define the following terminologies if needed: 
	Model selection
	A process of selecting one AI/ML model among multiple alternative models with same functionality for activation.



Proposal 22: For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, take the following modes as baseline:
· Decision by the network
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network, and the network indicates UE to execute the decision accordingly
Proposal 23: Study the case where Network tests the performance of the UE part model or UE-side model before model activation for guaranteeing the network performance.

NTT Docomo:
Proposal 7:
	Model selection
	Select one AI/ML model for activation among multiple registered models for the same functionality. 



CATT:
Proposal 2: Capture the definition of model selection in the working list of terminologies.
	Model selection
	Selection of an AI/ML model for activation among multiple models for the same functionality.
Note: Model selection may or may not be carried out simultaneously with model activation.



CAICT:
Proposal 9: The definition of model selection proposed in last meeting should be agreed.

Proposal 10: Model-ID based event trigger signaling design for model selection, activation, deactivation, switching, and fallback operation could be considered. 

ZTE:
Proposal 13: Network should make final decision on model selection, activation, deactivation, switching, and fallback for UE side/part model.

Proposal 16: Adopt model generalization capability into the terminology list:
	Model generalization capability
	Model’s capability to adapt and perform well to previously unseen data, which generally has the same distribution (e.g., the same scenario/configuration) as the one used to train the model. 



Proposal 17: Further study specification impacts on defining model generalization capability, at least consider the following two options:
· Option 1: Model generalization capability indicated by applicable scenarios/configurations
· Option 2: Model generalization capability indicated by applicable datasets

Ericsson:
Proposal 10:	Conclude that model activation/deactivation is done transparent to the NW for one-sided UE models

Proposal 11:	Conclude that model switching is done transparent to NW for one-sided UE models (no RAN1 impact, but may have RAN4 impact)

Proposal 12:	Conclude that for a one-sided AI/ML model on the UE side, fallback mechanisms can be achieved by the UE being configured by the non-AI/ML based features already existing in the specification for the applicable use case of the SI.

Spreadtrum:
Proposal 8: For network sided model, the following mechanisms can be further studied for model selection, activation, deactivation, switching, and fallback for network sided models:
· Decision by the network 
· Network-initiated
Oppo:
Proposal 6: Besides generalized AI/ML models, scenario-dependent AI/ML models should be supported. 
· Model switching should be supported because its specification impact is limited if the Local ID is supported. 
· FFS: Specification impacts of model update.

Proposal 7: In Rel-18, for model selection, activation, deactivation, switching, and fallback at least for NW sided models and two-sided models, focus on the mechanisms based on network decision. 
· The mechanisms based on UE decision can be further studied in future.

Proposal 8: For the mechanisms for AI/ML model selection, activation, deactivation, switching, and fallback, 
· The UE-sided model is decided by UE.
· The decision may be informed to NW, if needed.
· The NW-sided model is decided by NW.
· The decision may be informed to UE, if needed.

Google:
Proposal 8: For 1-side mode, the model selection/switching could be transparent.
Proposal 9: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 10: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.

Vivo:
Proposal 33: Model selection, activation, deactivation, switching, and fallback can be studied per use case.

Proposal 36: Study event triggered model selection, activation, deactivation, switching, and fallback.

LG:
Proposal 5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability and/or reliability of the reported values for NW to decide whether or not to use it.

Proposal 7: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW.

Nokia:
Proposal 12: RAN1 to prioritize Network-controlled Functionality selection, activation, deactivation, switching, and fallback, and focus only on the following variants: 
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network

Proposal 13: For a two-sided model, study how to limit the maximum number of ML Models that need to be supported on the NW side for the same Functionality and/or ML-enabled Feature.

CATT:
Proposal 15: For model selection, activation, deactivation, switching and fallback for single UE sided models, if the UE makes decision autonomously without reporting to network, the case belongs to collaboration Level x and has no specification impact.

Proposal 16: For model selection, activation, deactivation, switching, and fallback for UE part of two-sided models, network makes decisions and informs to UE. It belongs to collaboration Level y or Level z.

Proposal 17: For model selection, activation, deactivation, switching, and fallback for single network sided models, network makes decisions and may or may not inform to UE:
· If the decision is not informed to UE, it belongs to collaboration Level x,
· If the decision is informed to UE, it belongs to collaboration Level y or Level z.

Proposal 18: For model selection, activation, deactivation, switching, and fallback for network part of two-sided models, network makes decisions and may or may not inform UE. It belongs to collaboration Level y or Level z.
· FFS whether/when network’s decision needs to be informed to UE.

Proposal 19: For model selection, activation, deactivation, switching, and fallback, prioritize the mechanism where the decision is made by network.

NEC:
Proposal 6: Study adaptive model selection, activation, deactivation, switching, and fallback without LCM signaling.

Proposal 7: Study autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.

Sony:
Proposal 4: RAN1 should consider supporting the network initiated AI/ML model switching and event-trigger based AI/ML model switching for AI/ML model switching.

KDDI:
Proposal 1: 
In the functionality-based LCM procedure for UE part/UE side mode, model switching is performed as follows
· When there is only one model for one functionality, model switching is not required.
· When there are multiple models for a single functionality, the model is selected transparently to the NW by the UE side implementation.

Proposal 2: For model activation/deactivation/fallback, NW must be able to give instructions on a function-by-function basis, and if the UE has multiple models for each function, the UE determines the model to be applied transparently to the NW by the implementation.

Intel:
Proposal-7: Study specification impacts associated with one sided models (at least UE-side models) and two-sided models that may include UE capability exchange, performance monitoring, activation, de-activation, configuration of models. 

CMCC:
Proposal 10: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network. 

ETRI:
Proposal 4: For the LCM of AI/ML in NR air interface, study AI/ML functionality ID and model ID based activation/deactivation of AI/ML functionality/model.

Proposal 5: For the LCM of AI/ML in NR air interface, study AI/ML functionality/model activation and/or deactivation reflecting other UE status (e.g., DRX).

Nvidia:
Proposal 11: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.

Proposal 12: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring, model update/tuning, and model selection/switching.

Samsung:
Proposal #16: For approaches to achieve good performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Approaches to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information  required to achieve           model  generalization

MediaTek:
Proposal 8: Use ‘model control’ to stand for model selection, activation, deactivation, switching, and fallback to facilitate the discussion. 

Proposal 9: Clarify model selection as the operation to select the first AI/ML model at the very beginning when AI/ML is enabled.

Proposal 10: Clarify the difference between model switching and model activation/deactivation and discuss the need to keep both.

TCL Communication:
Proposal 3: The generalization of an ML model is needed to be discussed, according to model deployment, model switching, and alignment of applicable settings.

Proposal 7: At the inference stage, the AI/ML model has to be monitored. If the AI/ML model does not work properly, it can be replaced by a backup AI/ML model or fall back to the non-ML working way.

Proposal 8: During model switching, a backup model can be randomly selected, or according to the preference of UE or gNB.


Indian Institute of Tech (M), CEWiT, IIT Kanpur:
Proposal 1: A study on model switching scenarios and corresponding switching procedures should be considered.

Issue 5-20: functionality control
The following is a mirroring proposal of the agreement on AI/ML models applied to AI/ML Functionalities.
[FL1] Proposal 5-20a:
For functionality selection, activation, deactivation, switching, and fallback, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: other mechanisms

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	Nokia/NSB
	Ok with the first few bullets. 
As functionality is related to RRC/MAC-CE/DCI level of control, we do not think that the following options are needed. 
o	UE-autonomous, UE’s decision is reported to the network
o	UE-autonomous, UE’s decision is not reported to the network

	Fujitsu
	We already agreed the model monitoring mechanisms, we wonder whether and how it works with the proposed functionality control?

	Huawei, HiSilicon
	In our understanding, the following agreement applies for both functionality based LCM and model ID based LCM. There is no need to make a duplicated agreement; if needed, a conclusion of “the following agreement applies for both functionality based LCM and model ID based LCM” is enough.

	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms




	NTT DOCOMO
	UE autonomous without reporting UE’s decision should be deprioritized. NW should be aware of the performance fluctuation caused by the applied functionality. 

	CATT
	Generally fine, but do we really need ‘functionality selection’ and ‘functionality switching’? In our view, it is enough to support activating/deactivating (fallback) of functionality. 

	Mediatek
	Agree with HW.

	ZTE
	Better to clarify the scope of functionality. If functionality based method can support functionality selection and switching, what’s the difference from model ID based method.

	OPPO
	Agree with HW. The purpose of functionality control is to activate/select AI/ML model. Even in functionality-based LCM, we can still call it model activation/selection.

	Spreadtrum
	Agree with HW

	CMCC
	Not sure functionality selection/switching is needed or not, do we already have the definition of them?

	Sony
	Agree with HW’s comment.

	TCL
	Agree with HW.



[FL closing remark] Not discussed
This was not treated in this meeting.

Issue 5-21: Model selection terminology
[FL1] Proposal 5-21a: (Same as proposal 4-22b in RAN#1 111)

	Model selection
	Selection of an AI/ML model for activation among multiple models for the same functionality
Note: Model selection may or may not be carried out simultaneously with model activation




	
	Yes
	No

	Agree?
	 Huawei, HiSilicon, DCM, CATT, ETRI, Ericsson, AT&T, CMCC	
	

	Company
	Comments

	Nokia/NSB
	Ok with the direction of the proposal 

	Fujitsu
	Agree

	Mediatek
	Is it the correct understanding that if model selection is carried out simultaneously with model activation, it is the same as model activation?
[Mod] See ZTE comments and Mod reply below.

	ZTE 
	As we mentioned in our contribution, this terminology is not really necessary. It may have different options based on different signaling designs.
· Option 1: Model selection (selection of one AI/ML model for activation among multiple models for the same functionality) + model activation (activate the model selected by model selection);
· Option 2: Model selection (selection of multiple AI/ML models for activation among models for the same functionality) + model activation (activate one of the multiple models selected by model selection);
· Option 3: Model activation (activate one of the models supported by UE) without a separate procedure for model selection.
We don’t need to preclude any options right now. We can live with the following version:
Selection of one or multiple AI/ML models for activation among multiple models for the same functionality
Note: Model selection may or may not be carried out simultaneously with model activation
[Mod] My understanding is Option 1 and Option 2. Model selection may not be a procedure but rather a decision made inside NW or UE.

	Panasonic
	It is not required to distinguish the first time of the activation and the switches to the another AI/ML model. Both can be called as "activation". Such usage is similar to 3gpp usage of semi-persistent scheduling or configured grant.

	OPPO
	We do not think the note is needed. When multiple models are used, model selection is used to activate a specific model. We do not see the need of “activation + selection” procedure.

	Indian Institute of Tech (Madras)
	We agree with the proposal. Multiple models will be required for the same functionality. The understanding is that Selection of a model will lead to potential activation. If this is the case, note should be rephrased as:
Note: Model activation may or may not be carried out simultaneously with model selection

	NEC
	We have similar view that from signaling perspective, both model selection and activation may occur simultaneously.

	CMCC
	Support.



[FL closing remark] Not discussed
This was not treated in this meeting. Not high priority.

Functionality/model monitoring
	RAN1 #110bis-e Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1 #110bis-e Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
1. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
1. Monitoring based on system performance, including metrics related to system peformance KPIs
1. Other monitoring solutions, at least following 2 options.
31. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
31. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

RAN1 #110bis-e Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



	FL comment 4-24 (closed)
There are quite a few proposals on which entity should be monitoring the KPIs and which entity should be making monitoring decisions (activation/deactivation/switching/fallback) for one-sided and two-sided AI/ML models. As an example, some companies believe the monitoring decisions for one-sided AI/ML models should be exclusively made by the side at which the AI/ML inference is happening, whereas some other companies promote the prospect of (also) making monitoring decisions at NW side for UE-side AI/ML models. A similar trend holds for which side should be monitoring KPIs for one-sided and two-sided AI/ML models. From FL’s perspective, it would be more efficient and constructive if these discussions continue in the context of each respective use case, and FL believes more progress can be made by carefully analyzing the pros and cons of each methodology per use case, as opposed to exhaustively listing all the possible options in this agenda item.




Huawei, HiSilicon:
Proposal 18: Study the potential procedures included by model monitoring, including data collection, measurement and report, AI/ML and non-AI/ML co-existence. 

Proposal 19: The input or output data based monitoring should be evaluated before being further discussed for potential spec impact, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.

Proposal 20: Study the following three modes of model monitoring:
· Mode 1: Network collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision.
· This case is applicable to Network-side model and two-sided model.
· Mode 2: UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to Network, and Network makes monitoring decision.
· This case is applicable to Network-side model, UE-side model, and two-sided model.
· Mode 3: UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to Network; Network will indicate UE to execute the decision accordingly.
· This case is applicable to UE-side model.
· Network may configure a threshold criterion (e.g., threshold throughput/RSRP, or threshold intermediate KPIs) to facilitate UE to make decision.
Proposal 21: Study the signaling of model monitoring:
· Signaling to trigger/configure the monitoring information.
· Data collection for monitoring.
· Dedicated RS for monitoring.
· Report of monitoring metrics and/or monitoring decision.

ZTE:
Proposal 11: Model selection/activation/deactivation/switching/fallback operation should be discussed separately from model monitoring.

Proposal 12: For UE-side/part model, depending on which side to calculate the model monitoring metrics and whether the model monitoring metrics should be reported, further study following options:
· UE-side model monitoring: model monitoring metrics are calculated by UE, and the model monitoring metrics are not reported to network side.
· Network-side model monitoring: model monitoring metrics are calculated by network (with/without the potential to inform UE about the model monitoring metrics).
· Hybrid model monitoring: monitoring metrics are calculated by UE, and then the model monitoring metrics are reported to network side.

Ericsson:
Proposal 15: Deprioritize model monitoring based on data distribution (both input-based and output-based).

Proposal 16: Add the following as model monitoring KPIs: false alarm rate (FAR) and missed detection rate (MDR).

Proposal 17: One-sided models at the NW-side are monitored by the NW. Study data collection mechanisms to support performance-based (e.g., inference accuracy) model monitoring for NW-sided models.

Proposal 18: One-sided models at the UE-side are monitored by the UE.

Proposal 19: The performance monitoring of two-sided models is performed at the NW side. Study data collection mechanisms to support performance-based (e.g., inference accuracy) model monitoring for two-sided models.

Oppo:
Proposal 9: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, model transfer and model re-training.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point. Complexity and overhead are not considered as metrics for model performance monitoring.
· Study performance prediction mechanism for an unused model.
· Model re-training is considered with low priority.
· Study evaluation methodology for performance monitoring approaches.

Proposal 10: Study on AI/ML training performance monitoring is low priority.

Proposal 11: For AI/ML model performance monitoring,
· The performance monitor of a UE-sided model is the UE.
· The performance monitor of a NW-sided model is the NW.

Google:
Proposal 11: For 1-side mode, the model monitoring should be performed at the same side with the model inference and training, and study necessary information from the other side to assist the model monitoring

Proposal 12: For 2-side mode, further study the following options for model monitoring
· Option 1: The model monitoring is based on the input for the AI/ML model in transmitter side and the output for the AI/ML model in receiver side
· Option 2: The model monitoring is based on some performance related metric, e.g., hypothetical BLER, based on the output for the AI/ML model

Vivo:
Proposal 30: Study intermediate KPIs of performance monitoring case by case.

Proposal 31: Study the overhead and accuracy of performance monitoring based on data distribution.

Proposal 32: Study the instantaneous, short term and long term measurement of the performance KPIs.

Proposal 37: Different types of performance monitoring, i.e., periodic, semi-persistence, aperiodic and event triggered, can work together for model selection, activation, deactivation, switching, and fallback. For event triggered performance monitoring, different types of events can be defined for different purposes.

LG:
Proposal 6: Multiple performance references/requirements for AI/ML model should be considered for the same functionality, e.g. a relaxed prediction requirement and a tighter prediction requirement.

Xiaomi:
Proposal 9: study the performance monitoring from the following two aspects
· Monitor the performance of activated AI model to assess whether to deactivate this model or update this model 
· Monitor the possible performance of AI model not activated to assess whether to activate the AI model. 

Proposal 10: Study the mechanism to enable fast performance report

Nokia:
Proposal 19: Introduce a mechanism for the network to monitor the performance of a given Functionality and recommend to the UE actions to mitigate potential issues arising due to Functionality execution.

CATT:
Proposal 14: For model monitoring, further study how to monitor the performance of inactive AI/ML models for better LCM.

NEC:
Proposal 2: For model monitoring based on inference accuracy, study methods of ‘ground truth’ data collection. Study whether and how the legacy CSI framework, BM framework and positioning framework can provide ‘ground truth’ for model monitoring.

Proposal 8: Consider to support model monitoring of multiple AI/ML models for the same functionality.

Proposal 9: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.

Sony:
Proposal 3: RAN1 should consider supporting both of periodic and aperiodic feedback some assistance information from UE-side for AI/ML model monitoring.

CMCC:
Proposal 11: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
ETRI:
Proposal 6: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT

Fraunhofer:
Proposal 2: The following concepts/terms shall be introduced:
· Fault: a specific problem caused by the performance degradation of the AI/ML model. For example, for a beam management model, the RSRP/SINR values of the chosen beams are declining.
· Fault indication: signs that could imply the existence of a fault. For example, a mismatch between the statistics of input data in the AI/ML model during Inference and the training data for the specific AI/ML model, could indicate a problem on the model’s performance.
· Fault type or root cause of a fault: the underlying reason a fault is observed. For example, we have a blockage or reflections in the radio environment and the AI/ML model’s performance degrades, as it is not trained for this. 

Proposal 3: The AI/ML monitoring is extended to AI/ML monitoring and fault management. It comprises of a Fault Detection and a Fault Diagnosis function.

Proposal 4: The AI/ML model monitoring and AI/ML model inference are performed at the same entity.

Proposal 5: The AI/ML monitoring shall support both open-format and proprietary-format models.

Proposal 6: The AI/ML monitoring at the UE, provides information to the NW at least on: AI/ML model functionality, detected fault indicators and associated recommended actions. 

Proposal 7: In two-sided model for CSI feedback use case, model monitoring is performed at the gNB-side based on the transmitted CSI report from the UE.

Rakuten:
Proposal 5: Performance monitoring should be done with awareness of model ID.

Lenovo:
Proposal 6: 	Study data collection scheme for model monitoring per sub use case and take Rel-17 signaling and procedure as the starting point.

Proposal 14: 	Consider different requirements on model monitoring for different AI/ML model LCM purposes, e.g., model selection, switching and fallback, per sub use case.

Samsung:
Proposal #11: Study direct model monitoring, e.g., monitoring based on inference latency, and indirect monitoring, e.g., monitoring based on system performance, input/output data distribution, application condition, per use case.  
· Prioritize methods that do not require specifying monitoring metrics unless justified.

Qualcomm:
Proposal 6: Study which aspects of the monitoring can be handled by network and which others can be done by UEs with their expected benefits.

NTT Docomo:
Proposal 15: In model monitoring, (near) real time-scale performance metrics should be provided to NW for reliable model activation/deactivation/switching/fallback in case of NW-controlled models 

Proposal 16: Study the model monitoring mechanism for inactive models and fallback operation in addition to active models.  

MediaTek:
Proposal 11: For network-decided and network-initiated mechanism, model monitoring is performed at the network side. 

Proposal 12: For network-sided and UE-initiated mechanism, consider the cases that model monitoring is performed at the UE side or at both UE and network side. 

Proposal 13: For UE-decided mechanisms, model monitoring is performed at the UE side. 

Proposal 14: If model control is UE-autonomous without reporting the decision to the network, model monitoring and model control at the UE side is implementation specific and will not be specified.

Issue 5-22: Model monitoring location
[FL1] Proposal 5-22a:
For model monitoring for inference accuracy,
· One-sided models at the NW-side are monitored by the NW. 
· One-sided models at the UE-side are monitored by the UE.

	
	Yes
	No

	Agree?
	 LG, ETRI, OPPO
	

	Company
	Comments

	
Nokia/NSB
	Better to refer this model monitoring as “functionality/model monitoring” from here on as RAN1 shall refer also functionality-based LCM. Please see our suggestion below, 
 
For functionality/model monitoring for inference accuracy,
· Functionality of one-sided models at the NW-side or UE-sided are monitored by the NW. 
· One-sided models at the NW-side are monitored by the NW. 
· One-sided models at the UE-side are monitored by the UE.


	Fujitsu
	Agree

	Huawei, HiSilicon
	We already have agreement in 9.2.3.2 that NW can monitor UE side model. To avoid conflict with 9.2.3.2, this discussion can be postponed.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation




	NTT DOCOMO
	This aspect should be discussed per sub use case. It depends on what performance metric needs to be used.

	Xiaomi
	· For the model monitoring, we think it could be separated as several phases : data collection, metric calculation and decision making. For this proposal, does it mean all these three phases are performed by UE or NW side ?  We think more clarification is needed 
· We see there is related proposal about aligning the terminology of model monitoring in proposal 5-24, we could come back to this proposal when there is conclusion for proposal 5-24

	CATT
	These two cases are valid, but we should also allow the NW to monitor the performance of UE-side model.

	Mediatek
	Agree the first the bullet that one-sided models at the NW-side are monitored by the NW. For one-sided models at the UE-side, it is possible that network may monitor the system performance for the UE, even if such monitoring may not be visible to UE. 

	ZTE
	We notice that there are different agreements in 9.2.2 and 9.2.3. However, it seems that AI CSI and AI beam have different categorizations on the model monitoring.

Agreement in agenda item 9.2.2:
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement in agenda item 9.2.3:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
With above, we prefer to discuss model selection/activation/deactivation/switching/fallback operation and model monitoring separately. And, it’s better to have a common understanding in 9.2.1 and provide guidance for different use cases:

For UE-side/part model, depending on which side to calculate the model monitoring metrics and whether the model monitoring metrics should be reported, further study following options:
· UE-side model monitoring: model monitoring metrics are calculated by UE, and the model monitoring metrics are not reported to network side.
· Network-side model monitoring: model monitoring metrics are calculated by network (with/without the potential to inform UE about the model monitoring metrics).
· Hybrid model monitoring: monitoring metrics are calculated by UE, and then the model monitoring metrics are reported to network side.


	Mod
	Please note that the proposal is for model monitoring for inference accuracy. It is understood that NW can do other types of monitoring (such as system throughput) for UE-side models.

	NEC
	We have similar view as Nokia, network should have some control on inference accuracy monitoring as well otherwise it may not be clear to network (e.g. based on only system throughput) whether the performance deterioration is due to model operational issues or some other procedural issue.



[FL closing remark] Not discussed
This was not treated in this meeting.


Issue 5-23: Model monitoring requirements
It is observed by companies that different LCM procedures may have different requirements for model monitoring. The need to perform monitoring of active and inactive models has also been identified by several companies. The following proposal aims to categorize the different purposes of model monitoring to facilitate further study.

[FL1] Proposal 5-23a:
Study requirements and mechanisms to support different purposes for model monitoring:
· Monitoring inactive model for model selection
· Fast monitoring of active model for model switching / fallback
· Slow monitoring of active model for model switching / fallback / update.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
Nokia/NSB
	Assuming model-ID-based LCM, monitoring multiple models at the same time is up to UE or NW implementation. 
The discussion shall be generalized for now as below. 
Study requirements and mechanisms to support different purposes for functionality/model monitoring:
· Monitoring inactive model/functionality for model selection
· Fast monitoring of active model/functionality for model switching / fallback
· Slow monitoring of active model/functionality for model switching / fallback / update.


	Fujitsu
	Support. We think study how to monitor the model performance of inactive model is important for model selection. 

	Huawei, HiSilicon
	Supportive to the 1st bullet.
To the 2nd and 3rd bullets: why the model update cannot be triggered by fast monitoring?
What is the boundary between fast and slow monitoring?

	NTT DOCOMO
	Fine with the proposal. It is beneficial to study multiple time scales of model monitoring fo.

	Samsung
	It may be better to clarify whether a model monitoring happens only during the time period model inference happens or not

	CATT
	Fine with the first bullet, but what is the boundary between ‘fast’ and ‘slow’ in the 2nd and 3rd bullet? And their purposes are also largely overlapped.

	LG
	Unclear on the meaning of ‘fast monitoring’ and ‘slow monitoring’. Also, not sure whether monitoring for inactive model is necessary.

	ETRI
	We are fine with 1st bullet. For the 2nd and 3rd bullets, whether different levels of monitoring are required should be discussed first.

	Mediatek
	If the inactive model performance monitoring is performed at the UE side, the complexity and power consumption at the UE is concerned. Furthermore, it’s unclear whether only one or multiple inactive models should be monitored.

	ZTE
	We don’t know how RAN1 can discuss the requirement, which should be handled by RAN4. In addition, it should be clarified the difference between ‘slow’  and ‘fast’.
Our suggestion is to have a general proposal:
Study mechanisms to support different purposes for model monitoring on both active model(s) and inactive model(s).

	Ericsson
	We don’t understand how monitoring of inactive models work. Also good to clarify what is fast/slow , connect to RRC/L1?

	Panasonic
	Instead of the categorization between fast and slow, just "study how frequently model is updated". Or the case with "update" and without "update" can be described but not required to be called as "fast" or "slow".

	Fraunhofer
	We agree in principle. We would prefer renaming ‘fast’ and ‘slow’ monitoring to ‘(near) real-time’ and ‘long term’ monitoring, reflecting that they affect/support short-term and long-term actions/decisions respectively.

	Spreadtrum
	We agree with the intention. But how to define ‘fast’, ‘slow’ is not clear. For active model, the purpose of monitoring also can be deactivation.

	AT&T
	We agree in principle however it unclear what the boundary of fast/slow is. We fine with renaming them to ‘(near) real-time’ and ’non-real time’ monitoring. 

	
	



[FL closing remark] Not discussed
This was not treated in this meeting.

Issue 5-24: Usage of model monitoring terminology
It is noted that the usage of the term “monitoring” is inconsistent across sub-agenda, as can be seen in the following agreements.

	Agreement in agenda item 9.2.2:
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement in agenda item 9.2.3:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation




Monitoring result is only one of many causes of model selection / activation / deactivation / updating / switching. Other causes for model selection / activation / deactivation / updating / switching include scenario/configuration changes, handover, and power consumption consideration. Therefore, it will be best to discuss model selection/activation/deactivation/switching/fallback separately from model monitoring. For example, the term “hybrid model monitoring” in Alt3 of the 9.2.3 agreement is better reserved for scenarios where both UE-side and NW-side are involved in model monitoring, or for scenarios where one side performs model monitoring and reports the monitoring result to the other side. Also, the above agreements from 9.2.2 and 9.2.3 is missing the scenario where both NW-side and UE-side perform model monitoring, which the FL believes is the most typical scenario. (That is, even when UE monitors the direct KPI, network may typically be monitoring system level KPI.)

[FL1] FL recommendation 5-24a:
FL recommends that model selection/activation/deactivation/switching/fallback is discussed separately from model monitoring.

	Company
	Comments

	
Nokia/NSB
	
Monitoring can be separated for now. However, the monitoring and other aspects are anyways related to each other. Also, as in our earlier comments, this should be also discussed for functionality-based LCM. 

	Fujitsu
	Support this direction in general. Further clarification on the focus of model monitoring, and the focus of its follow-up actions may be needed.

	Huawei, HiSilicon
	Not clear about the intention of this proposal. Scenario/configuration changes, handover, and power consumption consideration – these causes are also subject to monitoring (implementation based monitoring) in our understanding.

	CATT
	We agree that model monitoring is not the only reason for model selection/activation/… so we are fine with the proposal. 
At the same time, monitoring result is still an important reference for model selection/activation/... Hence, it should be allowed to study monitoring result report/exchange mechanism.

	Mediatek
	I think the intention is to separate the discussion of model performance monitoring and model selection/activation/deactivation/switching/fallback. The scenario/configuration change may be another type of model monitoring, but not rely on the intermediate/system performance.

	ZTE
	Support. How to make decision based on the model monitoring results can be discussed separately.

	Mod
	This is FL’s gentle recommendation (not a proposal) to discuss model monitoring and decision (selection/activation/deactivation/switching/fallback) as two separate stages to avoid confusion. 

	Panasonic
	Support

	Fraunhofer
	Partially support. One of the core functionalities of model monitoring is to support the decision making process that leads to possible selection/activation/deactivation/switching/fallback actions. We can leave the discussion on how and where these actions will/can be implemented out of the monitoring discussion, but in terms of monitoring requirements we need to discuss them jointly.

	OPPO
	Support.

	AT&T
	Support.

	Sony
	Support.

	NEC
	We support the proposal





Model update
	FL comment from RAN1 #111
Online training
Online training at the network: FL believes that this is a matter of implementation at the network side, and there is no strong reason to explicitly discuss offline/online training separately.

Online training at the UE: FL thinks that the group can first discuss the LCM framework not involving online training at the UE, and treat online training at the UE as additional discussions.

Over-the-air training between NW and UE: Given the amount of specification impact and practical value of such specification, FL thinks that we can deprioritize it. 



ZTE:
Proposal 4: For further study on model update, model parameter update is preferred than model structure update.

Vivo:
Proposal 4:	Study open format with widely-used model structures and parameter-only updating, which can obtain the most gain of open format and proprietary format.
· Using widely-used model structures to avoid the concern of disclosing model structure.
· Using parameter-only updating to avoid additional compiling at UE side.

Proposal 25:	Study different requirements of two different kinds of model updating:
· Only parameters updating;
· Both structure and parameters updating.

Proposal 26:	Study impact of finetuning on other LCM aspects.

CATT:
Proposal 5: For comparison between model generalization, model switching and model update, further study these approaches in each use case. No need to draw conclusion/prioritization before sufficient investigation.

NEC:
Proposal 10: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference. 

CAICT:
Proposal 11: Model update for an activated AI model should include the process of model deactivation and new model activation process. 

Lenovo:
Proposal 1:	No need to define the term of ‘Model parameter update’.

Proposal 15:	Study the model adaptation methods in each sub use case, followed by the investigation on the common requirements and specification impacts.

Samsung:
Proposal #16: For approaches to achieve good performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Approaches to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information  required to achieve model generalization

Issue 5-25: (placeholder)


UE capability

Futurewei:
Proposal 14: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.

Proposal 15: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities, including pre- and post-processing. 

Huawei:
Proposal 24: Study UE capability for the following procedures of the LCM:
· Capability of dataset delivery
· Capability of data collection
· Capability of model training
· Capability of inference latency
· Capability of monitoring
· Capability of models switching
· Capability of model updating
Proposal 25: Study the reporting mechanism due to varying UE capability for a specific AI/ML model or for an AI/ML functionality.

ZTE:
Proposal 14: Further study UE capability to support AI/ML models, at least consider:
· New UE capability management mechanism in addition to conventional fixed UE capability report;
· Concurrent UE capability for conventional method and AI based method.
Proposal 15: Discussions on LCM-related UE capabilities can be postponed or studied per use case basis.

Google:
Proposal 14: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

Vivo:
Proposal 28:	Study ways for UE to report its capability for latencies with respect to the model inference.

Proposal 29:	Study UE capability on supported quantization levels.

Proposal 38:	Study the mechanism for dynamic UE reporting of whether it has enough resources to run AI/ML models.

CATT:
Proposal 7: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.
Proposal 23: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Hardware related capability
· Storage,
· Computation power,
· LCM related capability
· Capability of online training,
· Capability of data collection for model training,
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z).

NEC:
Proposal 13: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.
Proposal 14: Support UE capability reporting on the supported number of AI/ML models for parallel model monitoring and on the supported methods for model monitoring.
CMCC:
Proposal 12: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.

ETRI:
Proposal 6: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT

Panasonic:
Proposal 4: UE capability reports the model ID which UE can use to the network. The network indicates the model ID to be applicable by UE.

Nvidia:
Proposal 15: For AI/ML based enhancements for NR air interface, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.

Lenovo:
Proposal 16:	Discuss and define the AI/ML related UE capabilities and reporting schemes.

Apple:
Proposal 4: UE capability report can be used to report the UE supported AI functions, using legacy UE capability framework.  

Proposal 7: UE capability report can be used to report the UE supported AI models, using legacy UE capability framework.  

Indian Institute of Tech (M), CEWiT, IIT Kanpur:
Proposal 2: A study should be considered to determine procedures for the signalling of UE capabilities, specific to AI/ML.

Issue 5-26: (placeholder)

Interoperability and testability aspects
	Agreement (RAN1 #110bis-e)
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
FL recommendation 3-73d from RAN1 #110bis-e
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on involvement of multiple parties including UE, NW, and TE vendors  how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.




Futurewei:
Proposal 16: Study common assumptions, topics, and guidelines for the discussion of interoperability.
Note: this may be use case dependent.

Huawei:
Proposal 23: Study the case where Network tests the performance of the UE part model or UE-side model before model activation for guaranteeing the network performance.

Proposal 28: RAN4 should consider the following test scenarios
· Test scenarios to verify the generalization performance of AI/ML models.
· Test scenarios for training types under two-side model training.
· RRM test scenarios/requirements for procedures of LCM.

Nokia:
Proposal 21: New monitoring and control mechanisms should be designed that can protect the network from considerable negative impact system performance after UE side Functionalities and/or ML Model updates/switches. 

Proposal 22: As input to RAN4 study, consider the design of new core requirements to allow the network to perform performance checks and indicate corrective UE behaviour actions to the UE side Functionalites and/or supported ML Models. 

Proposal 23: To ensure the consistent performance of ML-enabled Features and model generalization, it is necessary to test the new ML-enabled Feature and selected Functionality not in stationary conditions only but also in scenarios when the radio conditions are changing and might lead to ML Model switch/activation/deactivation or adaptation. 

Proposal 24: Even one sided UE ML Models needs to consider interoperability testing aspects.

Proposal 25: Further RAN4 discussions are needed on the ways to ensure inter-operability of vendor-specific models on UE and NW sides based on testing using Device Under Test and Test Equipment.

CAICT:
Proposal 12: Discussions on interoperability could be based on the general frameworks for different scenarios and use cases. 

Proposal 13: The testability of AI model generalization capability should consider real environment changes and not purely configuration combinations.

Issue 5-27: (placeholder)


Use cases 
<empty>

Evaluations
Common evaluation methodology and KPIs
Dataset and model disclosure

CMCC:
Proposal 14: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.

Nvidia:
Proposal 3: Companies are encouraged to contribute real data to the 3GPP Rel-18 AI/ML study for NR air interface to help start to build up sets of real data in 3GPP.

Indian Institute of Tech (M), CEWiT, IIT Kanpur:
Proposal 3: A study on generating and including field datasets for training and testing is necessary.

Model generalization

CMCC:
Proposal 15: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.

Proposal 16: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.

Nvidia:
Proposal 5: From a common framework’s perspective, introduce “in-distribution generalization” and “out-of-distribution generalization” in the terminology list and leave the details of generalization types to the discussion of each use case.

Proposal 6: In-distribution generalization: training and test data have the same distribution.

Proposal 7: Out-of-distribution generalization: training and test data do not have the same distribution.

Samsung:
Proposal #15: The following cases for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Common KPIs

	Agreement from RAN#1 110
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Agreement from RAN#1 110-bis-e
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion from RAN#1 110-bis-e
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.



Huawei, HiSilicon:
Proposal 29:  Adopt power consumption in common KPI for evaluating the performance benefit of AI/ML. Companies are encouraged to report power consumption for the AI/ML model as part of the evaluation

Ericsson:
Proposal 26: For 3GPP AI/ML for PHY SI discussion, companies shall report nominal computational complexity values (and not accelerator-optimized computational complexity values).

[bookmark: _Hlk127822845]Proposal 27: To further 3GPP discussion and preparation of observations/conclusions for the technical report, three model size classes are defined per use case, as follows:
· Small models (e.g., < 1 M model parameters for positioning use cases)
· Medium-size models (e.g., 1 – 8 M model parameters for positioning use cases)
· Large models (e.g., > 8 M model parameters for positioning use cases)

Proposal 28: For 3GPP AI/ML for PHY SI discussion, companies shall report model complexity in terms of “number of real-value model parameters” regardless of underlying model arithmetic.

LG:
Proposal #9. Latency and power consumption are not considered as a common KPI.

Nokia:
Proposal 20: For RAN1 ML-enabled solutions purposes, to include in the over-the-air overhead analysis the time delay budget allowed for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post-processing, and inference procedures.

CATT:
Proposal 6: At least for offline training, companies can voluntarily share their training strategies, but no need to set up training complexity KPIs for comparison. 

Proposal 7: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.

Proposal 8: Power consumption is not considered as a common KPI for AI/ML-based approach.
· It is up to companies’ interest to report their results of power consumption.

CMCC:
Proposal 17: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.

Proposal 18: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.

Proposal 19: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered. 

Nvidia:
Proposal 4: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for NR air interface.

Lenovo:
[bookmark: _Toc127513268][bookmark: _Toc127436793]Proposal 17: Consider taking latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
· [bookmark: _Toc127513269][bookmark: _Toc127436794]Latency 
· [bookmark: _Toc127513270][bookmark: _Toc127436795]Latency for data collection for model training and update.
· [bookmark: _Toc127436796][bookmark: _Toc127513271]Latency for LCM procedures, e.g., model monitoring, update, training data transfer, model activation, deactivation, switching, and fallback operation.
[bookmark: _Toc127436797][bookmark: _Toc127513272]
Proposal 18: Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.  

Samsung:
Proposal #14: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. higher level description includes 
· Types of neural network for AI/ML model, e.g., CNN, LSTM, transformer, etc.
· Number of layers

NTT Docomo:
Proposal 17: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  

Issue 5-28: (placeholder)


[Closed] Issue 5-29: count real-values operations for complexity
[FL1] Proposal 5-29a:
For 3GPP AI/ML for PHY SI discussion, companies shall report model complexity in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.

	
	Yes
	No

	Agree?
	 Nokia/NSB Huawei, HiSilicon, DCM, LG, ZTE, Ericsson, OPPO, AT&T
	

	Company
	Comments

	Fujitsu
	We are fine with the proposal in general. Besides, we suggest adding:
In the calculation of model size in Mbytes, the assumption of bit-width per parameter should be reported, or take 32bits/parameter as the default value.
[Mod] Moderator’s opinion is that this will be known automatically if companies report both FLOPs and Mbytes. If not, it can be left as a voluntary disclosure. Mixed bit-widths (e.g., different bit-widths for different layers, different bit-widths for weights and biases) are also frequently used, in which case it becomes harder to describe. 

	CATT
	Fine with the intention.



Agreement 5-29b:
[bookmark: _Hlk128566731]Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.


Potential Specification Impact Assessment
<empty>

General observations
<empty>

PHY layer aspects
<empty>

Protocol aspects
<empty>

Interoperability and testability aspects
<empty>


[bookmark: _Ref128133289]SI structure 
Nokia:
Proposal 1: RAN1 to prioritize topics to focus on in Rel.18 considering the following principles:
· Narrow down the scope and ensure timely completion of the study;
· Ensure that AI/ML framework produced by Rel.18 is future-proof.

Mediatek:
[bookmark: OLE_LINK128]Proposal 1: The mechanisms for data collection, model training, model monitoring and model inference are use case specific and studied for each use case. 
[bookmark: OLE_LINK11][bookmark: OLE_LINK129]Proposal 2: The mechanisms for model transfer, model configuration, model selection, model switching, model activation/deactivation, fallback and UE capability reporting can be common for different use cases and be studied in the general aspect. 


Issue 5-30: Rel-18 SI prioritization
Considering time constraints in Rel.18 and current progress, RAN1 may need to narrow down the scope of the study and deprioritize the most challenging topics, leaving those for study in future releases. At the same time, it is important to ensure that the AI/ML framework produced in Rel.18 is future-proof, i.e., it can be extended with more disruptive features in the future without reverting to agreed solutions.
[FL1] Proposal 5-30a:
To ensure timely completion of Rel-18 study, focus Rel-18 discussions on core aspects necessary for Rel-19 WI specification, while treating challenging topics as supplementary discussions for assessment. Rel-18 study on core aspects should strive for future-proof AI/ML framework.

Assumptions for core aspects
· Offline model development and training
· Model conversion and UE capability verification prior to delivery/transfer to UE
Topics for supplementary discussions:
· Online training at the UE side
· Model transfer for one-sided models
· Model transfer via open format models
Topics to deprioritize:
· Unknown model structure support at UE. Namely, UE only supports model structures explicitly indicated in its capability report.
· Over-the-air training between NW and UE

	
	Yes
	No

	Agree?
	  Nokia/NSB, DCM, Panasonic, OPPO, AT&T
	

	Company
	Comments

	Fujitsu
	We are fine with the direction in general. But considering the potential differences of each use case, we suggest to clarify which aspects can be concluded in 921, which aspects should be left to use case specific discussion.
Basically, we think model inference and model monitoring related procedure should be treated as core aspects.
For over-the-air training, we think it is important for two-sided model, and would be better make the decision up to 922.
[Mod] We haven’t seen a single proposal for over-the-air training in 9.2.2. It’s time to deprioritize.

	Huawei, HiSilicon
	1) As suggested in our Tdoc, better to clarify the difference/boundary between training and data collection.
Assumptions for core aspects
· Offline model development and training
· Note: data collection/dataset delivery over air-interface is separately discussed.

2) Online training at the UE side – it conflicts with the core aspects which focus on offline training?
[Mod] There are a lot of discussions of fine-tuning, though the fine-tuning could be either online or offline. I think we can put the online training at the UE and model parameter transfer in the same bucket, as they share similar issues and challenges.
3) “Over-the-air training between NW and UE” – training collaboration Type 2 has been deprioritized in 9.2.2.2 already?
[Mod] Over-the-air training may contain other flavors such as federated learning that some companies brought initially. It doesn’t hurt to deprioritize it explicitly.

	CATT
	If model transfer via open format models is a supplementary one, the same principle should be applied to model transfer via proprietary format.
[bookmark: _Hlk128484446][Mod] We get a proprietary model if we follow the “assumptions for core aspects”. The proposal is to treat open format models, but not every model transfer, as a supplementary one.

	LG
	Fine with direction but it is unclear on the meaning of deprioritizing ‘unknown model structure support at UE’ since with functionality-based LCM, the model structure will be unknown by specification. 
[Mod] Please see 5-16e for clarification of “unknown model structure”.

	
	




[FL3] Proposal 5-30b:
To ensure timely completion of Rel-18 study, focus Rel-18 discussions on core aspects necessary for Rel-19 WI specification, while treating challenging topics as supplementary discussions for assessment. Rel-18 study on core aspects should strive for future-proof AI/ML framework.

Assumptions for core aspects
· Offline model development and training
· Note: This does not imply that data collection/delivery is offline.
· Model conversion and UE capability verification prior to delivery/transfer to UE
Topics for supplementary discussions:
· Online training at the UE side
· Model transfer for one-sided models
· Model transfer via open format models
Topics to deprioritize:
· Unknown model structure support at UE. Namely, UE only supports model structures explicitly indicated in its capability report.
· Over-the-air training between NW and UE

	
	Yes
	No

	Agree?
	 
	Panasonci

	Company
	Comments

	ZTE
	This proposal only cover model transfer/delivery, model training and model format. Another essential issue is how we can collect data for AI/ML models. This should have a high priority. Without data, we cannot expect that those features are useful.

	Panasonic
	We propose following modification.
-	Unknown model structure support at UE. Namely, UE only supports certain model structures. It can be explicitly indicated in its capability report.


	CATT
	Thanks for clarification from FL. OK in general. Just think that model transfer via known open format model can also be studied. Not sure how we will handle ‘supplementary discussion’.

	CMCC
	Just for clarification, for the core part “Model conversion and UE capability verification prior to delivery/transfer to UE”, does that mean we will prioritize mode transfer/delivery with proprietary format?



[FL closing remark] Not discussed
This was not treated in this meeting. FL encourages companies to bring views in the next meeting.

RAN1 sub-agendas
Huawei:
Proposal 26: For the discussion of LCM, studying model activation/deactivation, model selection/switching, model monitoring, and [UE capability] in 9.2.1, while studying model deployment, data collection, model training, updating, inference, model monitoring, model fallback, and UE capability in the agendas of each use case can be a starting point.
· FFS on model identification.



Coordination with RAN2 [,RAN3, SA]

LS to RAN2 on model size

	FL recommendation 4-21d: 
Please provide input for the following LS to RAN2 [and SA2] in RAN1_111-bis-e. Please note that “model delivery” is not mentioned anywhere in the LS. Rather, this LS simply summarizes the models used in RAN1 to give RAN2 [and SA2] a rough idea of model sizes considered in RAN1 evaluations. It is up to RAN2 [and SA2] how and in which discussions they utilize this information. 

The following tables list the AI/ML models that companies used for evaluation studies in RAN1 and is provided as a reference for AI/ML discussions in RAN2 [and SA2]. It should be noted that the model sizes provided in the tables have the following caveats:
· Models as reported may not have been optimized for size and in practice is expected to be optimized for size. This includes aspects such as quantization, compilation, pruning etc. 
· Model size is expected to be dependent on the extent of generalization (robustness) performance that is desired. Generalizable models tend to be larger than models specialized for certain scenarios/configurations/sites.
· Model size is expected to be dependent on how much of pre/post processing is considered as part of the model.

The following table lists the model sizes for the UE-side part (i.e., CSI generation part) of CSI compression models. 

	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	
	
	
	
	

	
	
	
	
	



The following table lists the model sizes for the UE-side CSI prediction models. 
[Similar table here]

The following table lists the model sizes for the UE-side spatial beam prediction (BM-Case1) models. 
[Similar table here]

The following table lists the model sizes for the UE-side temporal beam prediction (BM-Case2) models. 
[Similar table here]

The following table lists the model sizes for the UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning (Positioning Case 1) 
[Similar table here]

The following table lists the model sizes for the UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning (Positioning Case 2a). 
[Similar table here]




Huawei:
Proposal 27: Send the following LS to RAN2.
	The following tables list the AI/ML models that companies used for evaluation studies in RAN1 and is provided as a reference for AI/ML discussions in RAN2 [and SA2]. It should be noted that the model sizes provided in the tables have the following caveats:
· Models as reported may not have been optimized for size and in practice is expected to be optimized for size. This includes aspects such as quantization, compilation, pruning etc. 
· Model size is expected to be dependent on the extent of generalization (robustness) performance that is desired. Generalizable models tend to be larger than models specialized for certain scenarios/configurations/sites, while tending to be transferred/delivered with much lower frequency or can be trained through other training type(s) without model transfer/delivery.
· Model size is expected to be dependent on how much of pre/post processing is considered as part of the model.

The following table lists the model sizes for the UE-side part (i.e., CSI generation part) of CSI compression models. 
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	Huawei, HiSilicon
	CSI generation
	Generalizable model
	Less than 20M parameters
	Less than 50 Mbytes

	Huawei, HiSilicon
	CSI generation
	Scenario-specific model
	Less than 2M parameters
	Less than 5 Mbytes







Ericsson:
Table 3: Examples of RAN1 model transfer requirements used as input for RAN2
	Model size (#Parameters)
	Model description
	Training data description
	Computational complexity
	Fine-tuning update size

	13k parameters
	UE CSI-compression encoder-A
	Urban macro scenario
	32k FLOPs 
	Not evaluated



Proposal 1 [bookmark: _Toc127531097]RAN1 should provide the conclusion to RAN2 that model transfer is not needed for the current studied use cases. RAN2 may study model transfer principles for future use cases

Xiaomi:
Proposal 7： Notify RAN3 and SA the potential model delivery cases 


Issue 5-31: LS to RAN2 [and SA2] on model size
Please provide input for the following LS to RAN2 [and SA2] in RAN1_111-bis-e. Please note that “model delivery” is not mentioned as the purpose of the LS. Rather, this LS simply summarizes the models used in RAN1 to give RAN2 [and SA2] a rough idea of model sizes considered in RAN1 evaluations. It is up to RAN2 [and SA2] how and in which discussions they utilize this information. 
[FL1] Proposal 5-31a: (for LS to RAN2 [and SA2])
The following tables list the AI/ML models that companies used for evaluation studies in RAN1 and is provided as a reference for AI/ML discussions in RAN2 [and SA2]. It should be noted that the model sizes provided in the tables have the following caveats:
· Models as reported may not have been optimized for size and in practice is expected to be optimized for size. This includes aspects such as quantization, compilation, pruning etc. 
· Model size is expected to be dependent on the extent of generalization (robustness) performance that is desired. Generalizable models tend to be larger than models specialized for certain scenarios/configurations/sites and may require less frequent model delivery/transfer.
· Model size is expected to be dependent on how much of pre/post processing is considered as part of the model.

The following table lists the model sizes for the UE-side part (i.e., CSI generation part) of CSI compression models. 
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	Huawei, HiSilicon
	CSI generation
	Generalizable model
	Less than 20M parameters
	Less than 50 Mbytes

	Huawei, HiSilicon
	CSI generation
	Scenario-specific model
	Less than 2M parameters
	Less than 5 Mbytes

	Apple
	CSI generation
	CSI generation part model
	2.8M
	

	CATT
	CSI compresson
	The model is designed based on transformer model.
	2.51 M
	10 Mbytes

	[bookmark: _Hlk128396385]Fujitsu
	CSI compression
	Transformer
	11.5M
	74.3 46

	Qualcomm
	CSI compression
	Transformer
	0.1 M
	

	Ericsson
	CSI compression
	UE CSI-compression encoder-A
	13K
	

	NTT DOCOMO
	CSI compression
	Transformer
	44M
	7.2MB

	ZTE
	CSI generation
	Transformer
	4M-6M
	




The following table lists the model sizes for the UE-side CSI prediction models. 
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	Apple 
	CSI prediction at UE side
	UE side model
	4.5K 
	

	CATT
	CSI prediction
	The model is designed based on Conv-LSTM model.
	41 k
	0.16 Mbytes

	Fujitsu
	CSI prediction
	CNN-res
	5.4M
	23.0

	ZTE
	CSI prediction
	CNN
	14.3K
	



The following table lists the model sizes for the UE-side spatial beam prediction (BM-Case1) models. 
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	Apple 
	BM-case 1
	UE side
	50K
	

	CATT
	BM-Case1
	The model is designed based on ResNet18 model. 
	206 k
	0.8 Mbytes

	Fujitsu
	BM  case1
	Full connection
	0.43M
	1.7

	Qualcomm
	BM-Case1
	FC layer-based NN
	4.6K
	

	NTT DOCOMO
	BM-Case1
	FNN (Tx Rx beam pair prediction)
	325K
	1.3MB

	NTT DOCOMO
	BM-Case1
	FNN (Tx beam prediction)
	266K
	1.1MB

	ZTE
	BM-Case1
	FNN
	4.56K for DL Tx beam prediction
2.88M for DL-Tx-Rx beam prediction
	



The following table lists the model sizes for the UE-side temporal beam prediction (BM-Case2) models. 
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	CATT
	BM-Case2
	The model is designed based on Conv-LSTM model. 
	87 k
	0.35 Mbytes

	Qualcomm
	BM-Case2
	LSTM
	340k
	

	NTT DOCOMO
	BM-Case2
	LSTM
	81K
	322KB

	ZTE
	BM-Case2
	LSTM
	2.76M
	



The following table lists the model sizes for the UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning (Positioning Case 1) 
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	Apple
	Direct positioning
	UE side
	2.5M
	

	CATT
	Positioning Case 1
	For direct AI/ML positioning, the model is designed based on ResNet18 model.
	11.2 M
	44 Mbytes

	CATT
	Positioning Case 1
	For AI/ML assisted positioning, ToA is estimated. The model is designed based on ResNet18 model.
	0.7 M
	2.8 Mbytes

	Fujitsu
	PO case1
	DNN+CNN
	1.5M 
	18 

	Qualcomm
	Case1
	CNN
	1.5M
	

	ZTE
	Case 1
	CNN
	9.50M
	



The following table lists the model sizes for the UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning (Positioning Case 2a). 
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	Apple
	Assisted positioning
	UE side
	2.5M
	

	CATT
	Positioning Case 2a
	For AI/ML assisted positioning, ToA is estimated. The model is designed based on ResNet18 model.
	0.7 M
	2.8 Mbytes

	CATT
	Positioning Case 2a
	For AI/ML assisted positioning, LOS/NLOS is identified. The model is designed based on ResNet18 model.
	0.7 M
	2.8 Mbytes

	Fujitsu
	PO case 2a
	DNN
	0.38M
	5.5 

	Qualcomm
	Case2a
	
	22K
	

	ZTE
	Case 2a
	CNN
	90.45 K for LOS/NLOS
9.50M for RSTD/TOA
	




	[bookmark: _Hlk128108323]
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Nokia/NSB
	Would be good to capture model sizes in sub-agenda level discussions. That will open up the discussions on performances of these models, what is there generalization capability, criticality (any need) of transferring models with 3GPP signalling for the sub-use case, how many models assumed per functionality, etc.. and this discussion is needed to discuss first in RAN1. Otherwise, other WGs will think that everything is solved if the above number of bytes are transferred over the air-interface. 

	Fujitsu
	There is a typo in our tdoc, we update it as following:
[image: ]
Besides, if Model size (Mbytes) should be reported, we suggest adding
bit-width/parameter information, e.g.:
Model size (Mbytes, 32bits/parameter)

	Huawei, HiSilicon
	Fine in general, except for one thing (which is also addressed in our Tdoc): the generalized model can either be infrequently updated, or can be achieved by other training types without model transfer (e.g.., separate training for two-sided models)

· Model size is expected to be dependent on the extent of generalization (robustness) performance that is desired. Generalizable models tend to be larger than models specialized for certain scenarios/configurations/sites and may require less frequent model delivery/transfer, or can be trained through other training type(s) without model transfer/delivery.


	CATT
	Fine with the table and LS.

	Mod
	There is not enough input. Please indicate if you support or oppose the LS, so that we can decide whether/how to proceed.

	ETRI
	Please find the inputs from our side.
The following table lists the model sizes for the UE-side part (i.e., CSI generation part) of CSI compression models.
	ETRI
	CSI generation
	CNN and FCN (AE-based model)
	49.3K
	0.197 Mbytes

	ETRI
	CSI generation
	PCA (PCA-based model)
	4.5K
	0.017 Mbytes



The following table lists the model sizes for the UE-side CSI prediction models.
	ETRI
	CSI prediction
	CNN
	76.6K
	0.306 Mbytes






[FL closing remark] Not discussed
This was not treated in this meeting. There seems to be no strong interest in sending the LS.


Coordination with RAN4

Ericsson:
[bookmark: _Toc127531088]RAN4 considerations about requirement setting and testability implications of should be taken into account when down-selecting use cases and options of LCM configurations and procedures.


Others 
<empty>

GTW session (Monday)
Proposal 5-16b:
Consider, for Rel-18 SI discussion, categorizing the following Cases for model delivery/transfer from NW to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.

Proposal 5-9b:
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification, reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· In functionality-based LCM, Network activates/deactivates AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· In model-ID-based LCM, models are identified by model ID at the Network. UE indicates supported AI/ML models in UE capability.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Whether functionality is needed in model-ID-based LCM, and if so, relationship between functionality and model ID.
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM.
FFS: Handling dynamic variation of model support capabilities at UE


GTW session (Tuesday)

[FL2] Proposal 5-9c:
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported Functionalities for the given Feature through UE capability reporting.
· FFS: Enhancement on UE capability framework if necessary.
· In functionality-based LCM, Network activates/deactivates/select/switches AI/ML functionality. Model identification via model ID is not needed, and UE may select and switch AI/ML models for the Functionality transparently to Network.
· For AI/ML model identification
· Models are identified by model ID at the Network. UE indicates supported AI/ML models in UE capability.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. 
FFS: Whether functionality is needed in model-ID-based LCM, and if so, relationship between functionality and model ID.
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM and model-ID based LCM.
FFS: Handling dynamic variation of model support capabilities at UE


[FL2] Proposal 5-16f:
In the agreed table,
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



the wording “proprietary format” refers to UE-side vendor-/device-specific format (e.g., compiled binary executable format) as appears in the following working assumption terminology. 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive



In z4, the “known model structure” means a model structure for which the UE has explicitly indicated support (e.g., via model ID in UE capability).
In z5, the “unknown model structure” means any other model structure not appearing in z4. (e.g., any other structure not included in the list of model IDs in UE capability).

[FL1] Proposal 5-29a:
For 3GPP AI/ML for PHY SI discussion, companies shall report model complexity in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.
	
[FL1] Proposal 5-18a:
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface via 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.






GTW session (Wednesday)

[FL3] Proposal 5-9f: 
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case for the given Feature through UE capability reporting.
· UE capability reporting is taken as starting point.
· FFS: Enhancement on UE capability framework if necessary.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM, Network indicates activation/deactivation/fallback/switching of AI/ML functionality based on 3GPP signaling (RRC, MAC-CE, DCI) procedures like legacy. UE may do the model-based LCM transparently to Network.
· In model-ID-based LCM, Network/UE may activate/deactivate/select/switch individual AI/ML models. In case Network activates/deactivates/selects/switches individual AI/ML models, Network may use 3GPP signaling (RRC, MAC-CE, DCI) procedures like legacy.
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: whether and how much awareness/interaction NW should have of UE’s model switching and update in functionality-based LCM and model-ID based LCM.
FFS: whether model means model structure only or model paramerters+structure


[FL3] Proposal 5-8d:
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Each sub-use-case under discussion in Rel-18 AI/ML air interface may be considered as an ML-enabled Feature.
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled sub-use case.
· FFS whether Each Functionality within a ML-enabled Feature corresponds to a particular [set of] applicable condition(s) within which the Network considers AI/ML models are expected to operate considering the applicability of legacy UE feature to report applicable conditions for different use cases.
· It is FFS which aspects are to be considered for delineating applicable conditions:
· Example aspects include, but not limited to, scenario, Network/gNB configuration, site, pairing information for two-sided model, CSF payload size, beam codebook index, beam prediction time instance, set of beams for beam prediction, frequency band, etc. Details may be discussed per sub-use-case.
· FFS: Framework for fallback to non-AI/ML, e.g., fallback to a non-AI/ML functionality within a ML-enabled Feature, or fallback to a legacy non-AI/ML-enabled Feature.  


[FL3] Proposal 5-15b:
Assistance information from Network to UE for training data collection, inference, and various other LCM purposes may be carried implicitly by a functionality or explicitly via configurations within a functionality. 

In functionality-based LCM, similar assistance information that is provided during training data collection may be provided to UE during inference.

In model-ID-based LCM, relationship between assistance information and a model may be provided to the NW during the model identification process.

Note 1: Whether to provide such assistance information, and its granularity, is up further discussion in each sub-use case.

Note 2: Whether and how to utilize such assistance information at the UE-side is up further discussion in each sub-use case.

Note 3: Other ways of providing assistance information can be further discussed in each use case agenda.


[FL2] Proposal 5-16f:
In the agreed table,
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



the wording “proprietary format” refers to UE-side vendor-/device-specific format (e.g., compiled binary executable format) as appears in the following working assumption terminology. 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive



In z4, the “known model structure” means a model structure for which the UE has explicitly indicated support (e.g., via model ID in UE capability).
In z5, the “unknown model structure” means any other model structure not appearing in z4. (e.g., any other structure not included in the list of model IDs in UE capability).


[FL3] Proposal 5-14b:
An AI/ML model being identified by a model ID may be accompanied by meta information during model identification. 
Meta information refers to information regarding the AI/ML model necessary for model-ID-based LCM operations.
FFS: Details contents of meta information


[FL1] Proposal 5-29a:
For 3GPP AI/ML for PHY SI discussion, companies shall report model complexity in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.
	
[bookmark: _Hlk128574713][FL1] Proposal 5-18a:
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface via 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.






GTW session (Friday)



FL notes for the next meeting 

Please bring discussions in the next meeting on the overall framework of inter-workings of feature, functionality, model, identifications, applicable conditions, and LCM. The group spent intensive online/offline/unofficial discussions on this topic, and while some agreements were made, further progress is needed. They will be treated with highest priority in the next meeting.

Please also bring discussions on general frameworks on performance testing, validation, and monitoring. This will be treated with the second highest priority in the next meeting. A systematic analysis and scoping of solutions will be helpful, including the discussion of
· What are the causes of performance issues – bad dataset, bad model design/training, imperfect model selection and switching, data distribution shift, unexpected events, etc.
· What are the solutions – RAN4 tests, ensuring dataset quality and coverage, pre-deployment validation/test procedure, over-the-air validation/test procedure, well defined model selection/switching trigger, performance monitoring, etc.

Reference
[1] [bookmark: _Ref101451885]RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, 3GPP RAN Plenary
[2] [bookmark: _Ref101453495]3GPP TR 37.817, Technical Specification Group RAN; Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Study on enhancement for Data Collection for NR and EN-DC (Release 17)
[3] R1-2205522, “Summary of General Aspects of AI/ML Framework”, RAN WG1 #109-e, Moderator (Qualcomm)
[4] Draft Report of 3GPP TSG RAN WG1 #109-e
[5] R1-2208178, Summary#1 of General Aspects of AI/ML Framework, RAN WG1 #110, Moderator (Qualcomm)
[6] Draft Report of 3GPP TSG RAN WG1 #110
[7] R1-2210708, Summary#5 of General Aspects of AI/ML Framework, RAN WG1 #110bis-e, Moderator (Qualcomm)
[8] R1-2210801, Report of RAN1#110bis-e meeting
[9] R1-2213003, Revised final summary of General Aspects of AI/ML framework, RAN WG1 #111, Moderator (Qualcomm)


Working list of terminologies
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 
[bookmark: _Ref115696702]Table 3: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model





[bookmark: _Hlk128574930]Agreement from RAN#1 109-e
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
 
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	[bookmark: _Hlk128574772]AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

 
[bookmark: _Hlk128574804]Agreement
[bookmark: _Hlk128574796]Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


[bookmark: _Hlk128574900]Agreement from RAN#1 110

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	[bookmark: _Hlk128574821]AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



[bookmark: _Hlk128574832]Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.


[bookmark: _Hlk128574890]Agreement from RAN#1 110-bis-e
R1-2210396	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)	(rev of R1-2210375)
From Oct 11th GTW session
Working Assumption
· [bookmark: _Hlk128575058]Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

R1-2210472	Summary#2 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)
From Oct 13th GTW session
Agreement
[bookmark: _Hlk128574864]Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


R1-2210661	Summary#3 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
From Oct 18th GTW session
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system peformance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
· Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


From Oct 19th GTW session
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.


Agreement from RAN#1 111
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared


Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model




Agreement from RAN#1 112
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.
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