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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of potential specification impacts as following.
	1. Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signaling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk99710673]In this contribution, we discuss potential specification impacts on AI/ML for positioning accuracy enhancements based on sub use cases.
2. [bookmark: DocumentFor]Discussion
At the RAN1#110bis-e meeting, the following agreement was made for the study on benefit(s) and specification impact of AI/ML based positioning accuracy enhancement [2].
	Agreement
Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement: 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


We discuss the potential specification impacts of positioning accuracy enhancements from perspectives of model inference, data collection and model monitoring based on above cases.
2.1. Model inference
The following agreement was made at the RAN1#111 meeting for model inference [3]. 
	Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed


From model inference input perspective, as agreed at the RAN1#111 meeting, the type of measurements for the model inference input can be the existing measurement or new measurement. For the existing measurement, e.g. RSRP, ToA, RSTD, Rx-Tx time difference, AoA, etc, there would be little or even no specification impact for signaling of measurement results. However, the existing measurement may not be enough in some cases, for example, for fingerprint positioning based on channel observation, channel characteristic related measurement information (e.g. CIR, CFR, PDP, etc) would be needed. When new measurement is applied as inference input, the new measurement result should be reported to LMF for case 2b and case 3b. For other cases, signaling of new measurement results is not needed.
From model inference output perspective, for case 2a and case 3a with AI/ML assisted positioning, additional specification impact may be needed, depending on the intermediate feature derived from inference output. The model inference output can be the existing information or new/enhanced information. For the existing information in NR positioning, e.g., RSRP, ToA, RSTD, Rx-Tx time difference, AoA, LOS/NLOS indicator, etc., there would be little or even no specification impact on signaling exchange. If new/enhanced parameters are supported as model inference output of AI/ML assisted positioning, there may be specification impact on new signaling exchange for case 2a and case 3a.
Observation 1: 
· For case 1, there is no specification impact for the measurement result reporting, regardless of whether the existing or new measurement as model inference input.
· For case 2b and case 3b, specification impact for reporting a new type of measurement results may be needed, if a new type of measurement is required as model inference input.
· For case 2a and case 3a, specification impact for reporting new/enhanced parameters may be needed, if new/enhanced parameters can be derived as model inference output.
Proposal 1: 
For new measurement type as model inference input,
· CIR, CFR, PDP can be the new measurement for model inference input. 
· For case 2b and case 3b, UE or gNB reports the channel measurement information to LMF via LPP or NRPPa.
2.2. Data collection for model training
The following agreements were made at the RAN1#111 meeting for the data collection for AI/ML model training.
	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305
 Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data


In the current agreement, there are too many options for entity and mechanisms to generate ground truth. Considering the limited time for the study, we think focusing on some of them would be beneficial for proceeding the topic. For direct AI/ML based positioning, acquisition of ground truth label by PRU with known location or LMF with known PRU location is the simplest way, and it leads to higher accuracy, less complexity and less specification impact. Therefore, ground truth label by PRU with known location or LMF with known PRU location should be prioritized. For AI/ML assisted positioning, since NW has better capability than UE/PRU and more opportunities for accessing the ground truth data, it is preferred to generate the ground truth label by NW. Furthermore, as the estimation of location is performed by LMF instead of gNB in current positioning framework, LMF is preferred to generate label directly or calculate based on measurement/ location. Other options are also open to be studied considering practical cases and restrictions. 
Proposal 2:
For entity and mechanisms to generate ground truth label,
· For direct AI/ML positioning, acquisition of ground truth label by PRU with known location/LMF with known PRU location is prioritized. 
· For AI/ML assisted positioning, generation of ground truth label by NW is prioritized.
· Open to study other entities/mechanisms to generate ground truth label
For case1-3b, potential specification impact of data collection for AI/ML model training is summarized in following table, where NW is assumed as generating the ground truth label. 
Table2 Potential specification impacts of data collection for model training for different cases
	Cases
	Training entity
	Potential spec. impact of data collection for AI/ML model training

	Case 1/2a
	UE side training 
	The ground truth labeled data, i.e., locations of PRUs/intermediate values derived by NW, are transmitted by NW to UE

	
	NW side training
	gNB side training: not expected as gNB does not involve the positioning procedure
LMF side training: UE side measurements are transmitted to LMF. Training results are transmitted (e.g., model delivery/transfer/download) to UE

	Case 2b
	UE side training 
	 The ground truth labeled data, i.e., locations of PRUs, are transmitted by NW to UE. Training results are transmitted to LMF

	
	NW side training
	 gNB side training: not expected as gNB does not involve the positioning procedure
LMF side training: UE side measurements are transmitted to LMF

	Case 3a
	UE side training 
	 Not expected as UE does not involve the positioning procedure

	
	NW side training
	 gNB side training: The ground truth labeled data, i.e., intermediate values derived by NW, are transmitted by LMF to gNB
LMF side training: gNB side measurements are transmitted to LMF. Training results are transmitted to gNB

	Case 3b
	UE side training 
	 Not expected as UE does not involve the positioning procedure

	
	NW side training
	 gNB side training: Training results are transmitted to LMF
 LMF side training: gNB side measurements are transmitted to LMF


It can be observed from the table that, for case 1 and 2b, gNB side training is not expected as gNB does not involve the positioning procedure, LMF side training causes more signaling overhead and complexity, and may have larger specification impacts considering the transmission of training results (e.g., model delivery/ transfer/ download). UE side training can be more beneficial for case 1 and 2b. Similar reason is considered for other cases. Thus, for each case, model training performed on the same side as model inference is preferred to achieve less specification impact and signaling overhead. 
Proposal 3:
For model training for AI based positioning, for case1-3b, model training on the same side as model inference is preferred.
2.3. Model monitoring
Considering the specification impact on AI/ML model monitoring, the following agreement was made at the RAN1#111 meeting:
	Agreement
 Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signaling for provisioning of the given type of data for calculating associated monitoring metric 
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network



The model monitoring for AI/ML based positioning consists of following steps,
· The information for monitoring may (or may not) be transmitted to other entities for monitoring
· Performance metrics are calculated based on the information for monitoring by the monitoring entity. After obtaining the performance metrics, the performance metrics may (or may not) be evaluated, e.g., comparison with certain thresholds.
· The performance metrics or the comparison information may (or may not) be reported to the entity which makes decision of upcoming operation
· Model monitoring decision may (or may not) be indicated
Following agreement was made in AI 9.2.1 in RAN1#110b-e meeting, 
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system performance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


According to this agreement, model monitoring based on inference accuracy, system performance, data distribution and applicable condition will be further studied. For each performance metric, whether/what information needs to be exchanged between UE/gNB/LMF in each step would be different. For example, when the performance metric is inference accuracy, the model inference output information and ground truth data are necessary for the monitoring metric calculation. In that case, the signaling of model inference output and ground truth data would be considered as possible specification impacts. When the performance metric is system performance, the signaling of the final UE location error even for UE assisted positioning may be considered as possible specification impacts. When the performance metric is data distribution, the model inference input or output information is necessary, while the acquisition of ground truth data is not needed. Thus, in our view, without clarification on priorities of performance metrics for AI/ML based positioning, it is difficult to select the monitoring entity or identify specification impact.
For UE-based/assisted positioning methods, i.e., case 1, 2a, 2b, gNB should not be involved. Therefore, monitoring metric calculation on UE or LMF is preferred. For NG-RAN node assisted positioning methods, i.e., case 3a, 3b, UE should not be involved. Therefore, the monitoring metric calculation on gNB or LMF is preferred. Further down selection on the monitoring entity for case1-3b may depend on identified performance metric, e.g. based on perspectives of specification impact, complexity, etc. 
Proposal 4:
For model monitoring of AI/ML based positioning for case 1-3b,  
· For case 1, 2a, 2b prioritize the monitoring metric calculation on UE or LMF
· For case 3a, 3b prioritize the monitoring metric calculation on gNB or LMF
· FFS: Down selection of monitoring entity according to performance metrics and generation of ground truth labeled data for each case
In our view, the UE side model should be aware by the NW and NW should be able to control the UE side model. For a NW controlled UE side model, NW makes decision for upcoming model operation based on model monitoring. Then, it is beneficial for NW to determine the monitoring metric as reference for its decision. Hence, UE monitoring of performance metric calculation should follow the indication by the NW for case1, 2a. The indication should include at least essential information for model monitoring, e.g., model ID/functionality, monitoring type (e.g., input-based, out-put based), performance metrics/threshold, etc. 
Proposal 5:
For case 1, 2a, when monitoring entity is UE, UE should calculate monitoring metric following NW indication if NW makes decision of upcoming model operation based on model monitoring.
· The indication includes model ID/functionality, monitoring type (e.g., input-based, output-based), performance metrics/threshold. 
3. Conclusion
In this contribution, we discussed the potential specification impacts on AI/ML for positioning accuracy enhancement. Based on the discussion we made the following observation and proposals.
Observation 1: 
· For case 1, there is no specification impact for the measurement result reporting, regardless of whether the existing or new measurement as model inference input.
· For case 2b and case 3b, specification impact for reporting a new type of measurement results may be needed, if a new type of measurement is required as model inference input.
· For case 2a and case 3a, specification impact for reporting new/enhanced parameters may be needed, if new/enhanced parameters can be derived as model inference output.
Proposal 1: 
For new measurement type as model inference input,
· CIR, CFR, PDP can be the new measurement for model inference input. 
· For case 2b and case 3b, UE or gNB reports the channel measurement information to LMF via LPP or NRPPa.
Proposal 2:
Considering entity and mechanisms to generate ground truth label,
· For direct AI/ML positioning, prioritize the acquisition of ground truth label by PRU with known location/LMF with known PRU location. 
· For AI/ML assisted positioning, prioritize the generation of ground truth label by NW.
· Open to study other entities/mechanisms to generate ground truth label
Proposal 3:
Considering model training for AI based positioning, for case1-3b, model training on the same side as model inference is preferred.
Proposal 4:
For model monitoring of AI/ML based positioning for case1-3b,  
· For case1,2a,2b prioritize the monitoring metric calculation on UE or LMF
· For case3a,3b prioritize the monitoring metric calculation on gNB or LMF
· FFS: Down selection of monitoring entity according to performance metrics and generation of ground truth labeled data for each case
Proposal 5:
For case1,2a, when monitoring entity is UE, UE should calculate monitoring metric following NW indication if NW makes decision of upcoming model operation based on model monitoring.
· The indication includes model ID/functionality, monitoring type (e.g., input-based, output-based), performance metrics/threshold. 
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