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Introduction 
Part of the objective of the SID in RP-213599 [1] on study of the 3GPP framework for AI/ML for air-interface with regards to potential specification impact consists of:
	…
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



In this contribution, we provide our views on Terminology and AI/ML model monitoring.

Terminology
Reinforcement Learning
Current definition (RAN1#109e)
Reinforcement Learning (RL): A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

The Reinforcement Learning (RL) research field is quite broad [4]:
· In “classical” RL and multi-armed bandits algorithms, an agent (AI/ML model) interacts with an environment and through training learns to improve (i.e., select outputs/actions that maximize the expected cumulative reward).
· In model-based RL, the agent learns a model of the environment using data collected during training and uses this model for online planning. In cases where a model of the environment is known, but its dimensionality hinders online planning in finite time, tree-based planners are utilized. 
· In Imitation Learning, an agent learns to mimic the demonstrated behaviour (selected actions in the observed states) either utilizing offline, logged data or by querying the expert interactively.
· In Inverse RL, an agent is tasked to examine offline, logged data from several (expert and non-expert) explicit demonstrations or interactions during nominal operation to approximate the underlying reward function. This reward function is in turn utilized to train an agent to solve the underlying application.
· In Offline RL, the reward function is available, and the agent utilizes offline, logged data from the environment containing previous (expert and non-expert) interactions during nominal operation, aiming at learning a behaviour that achieves better performance from the best performing interactions in the dataset.
It is clear from the discussion that RL algorithms are not limited to only interacting with the environment. Hence, we would propose the following definition:

Proposal 1: Change the Reinforcement Learning (RL) Definition as follows
Reinforcement Learning (RL): A process of training an AI/ML model (policy) to interact with an environment and take actions (model’s output) based on the environment’s current state (model’s input), with the goal of maximizing the expected cumulative reward (feedback signal). For the AI/ML model (policy) training, direct interaction with the environment, available logged data from the environment, or a combination of both can be used.

AI/ML monitoring
The following agreements were made on AI/ML monitoring in RAN1#110-bis-e: 
	RAN1 #110bis-e Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1 #110bis-e Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
3. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
3. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

RAN1#110 Agreement 
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied: 
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively. 
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes). 
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW. 

RAN1#111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1#111 Agreement
Model Identification: 
· A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
· Note: The process/method of model identification may or may not be needed.
· Note: Information regarding the AI/ML model may be shared during model identification.
Functionality identification
· A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
· Note: The process/method of functionality identification may or may not be needed.
· Note: Information regarding the AI/ML functionality may be shared during functionality identification.
· FFS: granularity of functionality, e.g., sub-use-case, scenarios, configurations, sites, etc.

RAN1#111 Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion.
Proprietary-format models:
· ML models of vendor-/device-specific proprietary format, from 3GPP perspective
· NOTE: An example is a device-specific binary executable forma
Open-format models:
· ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective
From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared



The working assumption is that the monitoring will have access both to the inputs and outputs of the model, as well as to any additional information, configuration or measurement from the NW and the UE. With this information, it is required to:
· influence short term actions on AI/ML model inference/operation such as switching AI/ML models or fallback to 3GPP legacy functionality.
· influence long-term actions related to AI/ML model maintenance (for example, a model needs to be deactivated/re-trained or needs to be monitored/evaluated more frequently/closely).

Observation 1: The AI/ML monitoring functionality is not only limited to detecting AI/ML model performance degradation, but also suggests potential actions to mitigate the problem (e.g., model switching). 
Observation 2: The AI/ML monitoring influences both short-term (e.g., switch to a different AI/ML model or fallback to 3GPP legacy) and long-term actions (e.g., prolonged AI/ML model deactivation, AI/ML model re-training, or further tracking/evaluation of the AI/ML model). 
Observation 3: The AI/ML monitoring could reside in the side the AI/ML inference is happening; it could reside in the NW even for UE-side AI/ML models or could be distributed in both the UE and NW side.
Observation 4: There is a common understanding between the NW and a UE on a deployed AI/ML model, based on a model ID or a functionality ID. 
Fault management
From the above observations, we propose the extension of the AI/ML monitoring to AI/ML monitoring and fault management. The subtle detail here is that we can define the Inference functionality of a deployed AI/ML model in 3GPP framework as “fault-free” when the model performance is adequate and as “faulty” when the AI/ML model performance degrades. Even though different 3GPP AI/ML applications are envisioned (BM, Positioning, CSI compression), the sources (or root causes) of a fault (or AI/ML model performance degradation) are common (i.e., a temporary or permanent change in the radio environment that the AI/ML model was not trained for). 
Proposal 2: The following concepts/terms shall be introduced:
· Fault: a specific problem caused by the performance degradation of the AI/ML model. For example, for a beam management model, the RSRP/SINR values of the chosen beams are declining.
· Fault indication: signs that could imply the existence of a fault. For example, a mismatch between the statistics of input data in the AI/ML model during Inference and the training data for the specific AI/ML model, could indicate a problem on the model’s performance.
· Fault type or root cause of a fault: the underlying reason a fault is observed. For example, we have a blockage or reflections in the radio environment and the AI/ML model’s performance degrades, as it is not trained for this. 
Proposal 3: The AI/ML monitoring is extended to AI/ML monitoring and fault management. It comprises of a Fault Detection and a Fault Diagnosis function.
We define a “Fault Detection” functional component, which is responsible to determine if there are any indications for the presence of a fault (AI/ML model performance degradation) and a “Fault Diagnosis” functional component that attempts to determine the root cause of the problem, a “fault type,” and recommend – when possible – the best course of action to mitigate its effects on the system performance. 
The main components, as well as the flow of execution in the monitoring and fault processing framework are shown in Figure 1. The functionality is as follows:
· The Fault Detection module observes and records specific aspects of the AI/ML model to detect signs of degrading performance (called fault indicators). Once such a sign is detected (e.g., the input data statistics in inference deviate further than a threshold value/limit compared to the statistics of the training data), an alarm is raised, and all the relevant data are forwarded to the Fault Diagnosis module.
· The Fault Diagnosis module analyzes the available data regarding the fault indication – along with relevant data from other analytics of the Fault Detection module. With the analysis, it determines the potential type of fault (if any). If a fault is indeed detected but the nature of the Fault cannot be determined, the system switches to a safe, fallback function (for example performing a full beam sweep in the beam management use-case). The output of this module is a report with all information on the specific Fault type along with a recommendation on a course of action to mitigate the effects of the detected fault type.
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[bookmark: _Ref127222508]Figure 1 High-level overview of the Monitoring and Fault Management Framework

Observation 5: The AI/ML monitoring requires access to specific information of the AI/ML model, like its intended functionality, expected input and output distributions, threshold values to detect divergence from nominal operation, etc. 
Observation 6: For proprietary-format models, this information will potentially not be made available to external AI/ML monitoring.
Proposal 4: The AI/ML model monitoring and AI/ML model inference are performed at the same entity.
To make informative decisions on the existence of a specific fault, both Fault Detection and Fault Diagnosis modules can process data and information from different sources, as well as request for additional measurements and reporting when required. 
In all cases, the Fault Detection function evaluates the input and output data of the model looking for fault indications. Moreover, it can leverage additional side information from the NW or further information and measurements from the UE.
In a similar way, the Fault Diagnosis function evaluates the findings (Fault Indicators) of the Fault Detection module and can request new side information to determine the root cause of a Fault both from the NW and the UE.
When an AI/ML monitoring session finishes, a monitoring report is made available both to the UE and the NW. The Monitoring report could include:
· Model ID or Functionality ID,
· Model information (for open-format models),
· Configuration of the Fault Detection and Diagnosis (for open-format models),
· Probability of different Fault Types occurring,
· Time information associated with one or more Fault Indications,
· A score on the quality of the model under this monitoring session.
In addition, if the AI/ML monitoring recommends an action (e.g., model switching, model fine-tuning, additional measurements, long-term and more frequent AI/ML Model monitoring, etc.), the effect of this action on the QoS of the application (at least for real-time decisions/actions) should be included in the AI/ML Monitoring report retrospectively. 
This way, even proprietary-format AI/ML models at the UE can benefit from NW information. As an example, consider the following:
· NW receives a fault detection report from the monitoring entity of a UE on a proprietary-format model.
· The report contains only the functionality ID and a fault indication without any information on model details and configuration.
· The NW, based on the report, retrieves similar fault detection reports from available historical data.
· The NW examines which recommended action(s) were provided in the past from AI/ML monitoring at the UE.
· The NW provides the monitoring entity of the UE with the same recommended action(s).

Proposal 5: The AI/ML monitoring shall support both open-format and proprietary-format models.
Proposal 6: The AI/ML monitoring at the UE, provides information to the NW at least on: AI/ML model functionality, detected fault indicators and associated recommended actions. 
Model monitoring in two-sided AI/ML models
For two-sided models, that primarily utilized for CSI feedback enhancements, the AI/ML monitoring requirements become more stringent. As different possible training types (type 1, 2 and 3) are envisioned for these types of models, the monitoring entity requirements in each case would vary. For example, in type 1 training, where there is one training entity for joint training of both UE-side and gNB-side, based on the transmitted CSI from the UE to the gNB, if any fault or mismatch is detected by the gNB, a fault detection signal is sent to the training entity. Afterwards, the updated model in designed and both AI sides are informed. To successfully monitor the two-sided model and detect a valid fault, the information about the decoder is required anyway. Therefore, it is more realistic to assume that the fault detection is performed at the gNB-side, as indicated in Figure 2. 
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In type 2, 3 training, there are two training entities corresponding to the UE-side and the gNB-side, respectively. As shown in Figure 3, if a fault in the AI model is detected at the gNB based on the CSI report signal, the gNB-training entity is informed for model update. Depending on the type of the training (type 2 or type 3) joint or separate model update is inferred at the gNB-side and UE-side vendors. 

Proposal 7: In two-sided model for CSI feedback use case, model monitoring is performed at the gNB-side based on the transmitted CSI report from the UE. 
Conclusion
In this contribution, we have made the following observations:
Observation 1: The AI/ML monitoring functionality is not only limited to detecting AI/ML model performance degradation, but also suggests potential actions to mitigate the problem (e.g., model switching). 
Observation 2: The AI/ML monitoring influences both short-term (e.g., switch to a different AI/ML model or fallback to 3GPP legacy) and long-term actions (e.g., prolonged AI/ML model deactivation, AI/ML model re-training, or further tracking/evaluation of the AI/ML model). 
Observation 3: The AI/ML monitoring could reside in the side the AI/ML inference is happening; it could reside in the NW even for UE-side AI/ML models or could be distributed in both the UE and NW side.
Observation 4: There is a common understanding between the NW and a UE on a deployed AI/ML model, based on a model ID or a functionality ID. 
Observation 5: The AI/ML monitoring requires access to specific information of the AI/ML model, like its intended functionality, expected input and output distributions, threshold values to detect divergence from nominal operation, etc. 
Observation 6: For proprietary-format models, this information will potentially not be made available to external AI/ML monitoring.
Based on the above observations, we make the following proposals: 
Proposal 1: Change the Reinforcement Learning (RL) Definition as follows:
[bookmark: _GoBack]Reinforcement Learning (RL): A process of training an AI/ML model (policy) to interact with an environment and take actions (model’s output) based on the environment’s current state (model’s input), with the goal of maximizing the expected cumulative reward (feedback signal). For the AI/ML model (policy) training, direct interaction with the environment, available logged data from the environment, or a combination of both can be used.

Proposal 2: The following concepts/terms shall be introduced:
· Fault: a specific problem caused by the performance degradation of the AI/ML model. For example, for a beam management model, the RSRP/SINR values of the chosen beams are declining.
· Fault indication: signs that could imply the existence of a fault. For example, a mismatch between the statistics of input data in the AI/ML model during Inference and the training data for the specific AI/ML model, could indicate a problem on the model’s performance.
· Fault type or root cause of a fault: the underlying reason a fault is observed. For example, we have a blockage or reflections in the radio environment and the AI/ML model’s performance degrades, as it is not trained for this. 
Proposal 3: The AI/ML monitoring is extended to AI/ML monitoring and fault management. It comprises of a Fault Detection and a Fault Diagnosis function.
Proposal 4: The AI/ML model monitoring and AI/ML model inference are performed at the same entity.
Proposal 5: The AI/ML monitoring shall support both open-format and proprietary-format models.
Proposal 6: The AI/ML monitoring at the UE, provides information to the NW at least on: AI/ML model functionality, detected fault indicators and associated recommended actions. 
Proposal 7: In two-sided model for CSI feedback use case, model monitoring is performed at the gNB-side based on the transmitted CSI report from the UE. 
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