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1 Introduction
In RAN1#111 meeting [1] and RAN1#110bis-e meeting [2], the following agreements were made for beam management:
	Agreement
· Companies report the pattern of Set B.
· Further study the performance with different patterns of set B(s) for fixed Set B (Option 1) and different pre-configured/pre-known patterns of Set B(s) (Option 2A and 2B). 
Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded
Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
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In this contribution, we further discuss the details of AI/ML training, inference, model monitoring, and the corresponding potential specification impact.
2 Discussion 
In RAN1#110 meeting [3], we concluded that Set B is a set of beams whose measurements are taken as inputs of a UE-side AI/ML model. For the training and inference of the AI/ML model, a UE should perform the measurement based on Set B to collect the data for AI/ML model inputs. After the UE collects the data for the model inputs, it generates the model outputs and reports predicted L(L>=1) beams for Set A to the NW.
For BM-Case2 with a UE-side AI/ML model, N(N>=1) latest measurement instances are used for AI/ML model inputs [4]. In this case, Set B may be defined as fixed or variable according to time instances in T1. Figure 1 shows the beam training when Set B is fixed.
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Figure 1 An illustration of beam training with fixed Set B for downlink beam prediction
If Set B is variable, at each time instance, the AI/ML model can recommend effective candidate beams for Set B in the next time instance. The beams are selected among pre-configured/pre-known patterns based on historical measurements. In general, the leaked power of the beams far from the AoD of the LOS path is small, where effective information is difficult to extract from the corresponding received signals due to low SNRs. Therefore, we can train a subset of Set B with high SNRs and use the corresponding received signals to predict the optimal beam in Set A, such that the training overhead can be further reduced at the expense of slight degradation in beamforming gain. To find the high-SNR wide beams, the stability of UE movement again suggests that the AoD of the LOS path can be estimated from the received signals of prior beam training. Thus, we can select a subset of Set B to be trained based on the prior received signals adaptively. To determine the initial AoD of the LOS path from the whole angular space, one full beam training is performed ﬁrstly, where the received signals of all the candidate beams in Set B are measured. Afterward, at each time instance in T1, only a subset of Set B needs training, where the corresponding received signals are utilized to predict the optimal L beams in Set A. Figure 2 shows the beam training when Set B is variable.
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Figure 2 An illustration of beam training with variable Set B for downlink beam prediction
In the scenario mentioned above, in order for the NW to change Set B, the UE should report information of candidate beams for Set B to the NW.  From this point of view, we propose to study the potential specification impact of UE reporting on candidate beams in Set B for the next measurement at each time instance.
Proposal 1. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the reporting and change rules of Set B:
· UE reporting of the candidate beams in Set B for the measurement in the next time instance 
· Change rules of Set B based on UE reporting for a single UE or multiple UEs

In the AI/ML based beam management, it is very important to continuously monitor the model performance since the accuracy of the beam prediction greatly affects the overall system performance. Thus, we might consider reporting L1-RSRP value together with beam information of Set B from UE to NW for NW-side monitoring and LCM. In the scenario mentioned above, UE can report L1-RSRP values for both predicted beams and measured beams. Here comes an issue that the NW needs to know whether the L1-RSRP is predicted or measured. At this stage, we think that it is difficult to decide, we suggest to study the specification impact of L1 signaling to report the L1-RSRP of AI/ML model inference to NW.
Proposal 2. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, predicted L1-RSRP report with beam information of Set B can be supported for NW to monitor the performance of the AI/ML model.
Proposal 3. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the potential impact of L1-RSRP signaling to distinguish whether it is predicted or measured can be studied when UE reports the L1-RSRP of AI/ML model inference to NW. 

In the RAN1#110bis-e, it was also agreed to study the specification impacts related to the model monitoring of the beam prediction as follows:
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

A UE-side AI/ML model for Set B which is fixed and a UE-side AI/ML model for Set B which is variable are different models with the same function. The UE may select or switch the two models according to the situation. For example, if the AI/ML model can predict an effective subset of Set B with high accuracy in a situation where all candidate beams of Set B are used, it is possible to switch from a UE-side AI/ML model for Set B which is fixed to a UE-side AI/ML model for Set B which is variable. However, if the accuracy decreases, it should fall back to the model for the fixed Set B. Accordingly based on the above discussion, we suggest the following proposal:
Proposal 4. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the AL/ML model monitoring:
· Performance metrics for a single UE or multiple UEs
· Threshold of each performance metric for the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training)
We can also consider re-training to go back again to the model for the variable Set B after falling back to the model for the fixed Set B. At this situation, it is necessary to discuss whether to start with the previous model or the initial model. In addition, it should be discussed where to set the start point of measurements to be used for re-training.
Proposal 5. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the AL/ML model re-training:
· Starting model for re-training
· Starting point of measurements to be used for re-training
3 Conclusions
Based on the discussion in the above section, the following proposals are suggested.
Proposal 1. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the reporting and change rules of Set B:
· UE reporting of the candidate beams in Set B for the measurement in the next time instance 
· Change rules of Set B based on UE reporting for a single UE or multiple UEs
Proposal 2. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, predicted L1-RSRP report with beam information of Set B can be supported for NW to monitor the performance of the AI/ML model.
Proposal 3. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the potential impact of L1-RSRP signaling to distinguish whether it is predicted or measured can be studied when UE reports the L1-RSRP of AI/ML model inference to NW.
Proposal 4. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the AL/ML model monitoring:
· Performance metrics for a single UE or multiple UEs
· Threshold of each performance metric for the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training)
Proposal 5. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the AL/ML model re-training:
· Starting model for re-training
· Starting point of measurements to be used for re-training
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