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Motivation
Several studies were presented in the previous meetings regarding generalizing the AI/ML model to multi-vendor scenarios. In this contribution, we extend upon those ideas to include cases where UEs and NW are trained with different datasets in Type 3 training. Furthermore, the discussion also includes UEs with different output dimensions and present simulation studies to support our arguments.
2    Generalization Studies
In RAN1#111, the following was agreed regarding AI/ML model training for multiple vendors:
Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
2.1    Generalization to multi-vendor scenarios
For multi-vendor scenarios, we present results on the study of the generalization performance of a two-sided AI/ML CSI compression model by defining three cases which are in line with the above agreement:
Case 1: We only consider one UE part model and one NW part model.
a) UE is trained with a dataset based on scenario A and NW is trained with a dataset based on 						scenario A.
b) UE is trained with a dataset based on scenario A and NW is trained with a dataset based on 						scenario B.
Case 2: We consider multiple UE part models and multiple NW part models where NW has as many models as that of UEs for one-to-one correspondence and NW switches among models accordingly.
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Case 3: We consider multiple UE part models and multiple NW part models where NW has less models as that of UEs. Consequently, NW shares parameters among models to compensate for the lack of one-to-one correspondence between NW part and UE part models.
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2.2    Simulation Results
We consider two scenarios namely,
Scenario A: Urban Macro
Scenario B: Urban Micro
The following settings are used in the simulation studies hereafter.

	Parameter
	Value

	Carrier Frequency
	2 GHz

	Bandwidth
	10 MHz		

	Sub-carrier spacing
	15 	KHz

	Antenna setup at gNB
	32 ports: (8,8,2,1,1), (dH,dV) = (0.5, 0.5)λ

	Antenna setup at UE
	1 Rx



 Case 1: The following table presents Normalized Mean Squared Error (NMSE) values for each subcase for a single layer (rank=1) for a fixed output dimension of 64.

	  Subcase
	           Config
	 NMSE (dB)

	      a
	UE-->Scenario A
NW-->Scenario A
	 -7.76

	      b
	UE-->Scenario A
NW-->Scenario B
	 +8.95



Observation 1:	Training UE part model and NW part model with datasets based on different scenarios will result in a depletion of model performance. 
Case 2: For multi-vendor scenario of Case 2, we consider two UEs with different CSI compression models: one based on CNNs and the other based on transformers. The corresponding two NW part models are trained independently with their UE counterparts and deployed with a facility to switch between the NW part models depending on which UE is active.
The following table presents NMSE values for each subcase for a single layer (rank=1) in scenario A.

	     
       Subcase
	NMSE (dB)
Output dimension = 512
	NMSE (dB)
Output dimension = 128
	NMSE (dB)
Output dimension = 64
	NMSE (dB)
Output dimension = 32

	   Using CNN
	   -16.42
	    -9.21
	   -6.85
	   -5.29

	  Using Transformer
	   -17.35
	   -11.08
	   -7.76
	   -6.81

	Parameters at NW
	   4.218M
	   1.074M
	   0.547M
	   0.285M



Note: Parameters listed in the tables account for all the NW part models combined.
Case 3: Like Case 2, we consider two UE part models and two NW part models with different CSI compression models: one based on CNNs and the other based on transformers. However, NW part models are allowed to share trainable parameters between the models to reduce storage and power consumption. With this, we ran the system for a single layer and presented the results in the following table for scenario A.

	     
       Subcase
	NMSE (dB)
Output dimension = 512
	NMSE (dB)
Output dimension = 128
	NMSE (dB)
Output dimension = 64
	NMSE (dB)
Output dimension = 32

	 Using CNN
	   -15.87
	    -8.70
	   -5.89
	   -4.83

	 Using Transformer
	   -16.18
	   -10.72
	   -6.33
	   -5.91

	Parameters at NW
	   3.954M
	   0.912M
	   0.496M
	   0.252M

	No. of parameters shared
	   0.264M
	   0.162M
	   0.051M
	   0.033M



Observation 2:	For multi-vendor scenarios with different CSI compression models, sharing parameters at the NW reduces computation time and in turn power consumption. However, it may result in a performance drop of the system.
Proposal 1: For multi-vendor scenarios with different CSI compression models, sharing trainable parameters at the network side allows for a more efficient implementation of the CSI compression model.
The number of parameters shared by the NW part models depend on the similarity/dissimilarity of the AI/ML models that are employed by the UE part models for CSI compression. So, in order to optimize the number of parameters shared by the NW part models, a specifier must be sent from the UE part models informing the NW of the type of AI/ML model that is being used by the respective UE part model for CSI compression.
Proposal 2: A specifier must be sent from all the UEs to the NW informing the type of CSI model used for compression. This will be used by the NW to optimize the number of parameters to be shared.
2.3    Generalization to different output dimensions
Sharing trainable parameters is a common approach in many generalized neural network models. Thus, we extend this principle from the last section to the case of different output dimensions for multi-vendor scenarios.
In RAN1#111, the following was agreed regarding AI/ML model training for different output dimensions:
Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases
For multi-vendor scenarios with different output dimensions, we present results on the study of the generalization performance of a two-sided AI/ML CSI compression model by defining three cases which are in line with the above agreement:
    Case 1: We only consider one UE part model and one NW part model.
 	a) UE is trained with a dataset based on a single output dimension Y1 and the NW is also trained with a dataset based on a single output dimension Y1.
 	b) UE is trained with a dataset based on a single output dimension Y1 and the NW is trained with a different dataset based on a single output dimension Y2.
 	Case 2: We consider multiple UE part models with different output dimensions and multiple NW part models where NW has as many models as that of UEs for one-to-one correspondence and NW switches among models accordingly.
 	Case 3: We consider multiple UE part models with different output dimensions and multiple NW part models where NW has less models as that of UEs. Consequently, NW shares parameters among models to compensate for the lack of one-to-one correspondence between NW part and UE part models.
2.4    Simulation Results
Case 1: For simulation studies, we consider the following output dimensions at UEs:
Dimension Y1: 512
Dimension Y2: 256
The following table presents NMSE values for each subcase for a single layer (rank=1) in scenario A.

	  Subcase
	           Config
	NMSE (dB)

	      a
	UE-->Dimension Y1
NW-->Dimension Y1
	 -7.76

	      b
	UE-->Dimension Y1
NW-->Dimension Y2
	 +2.60



Note: Zero padding is used to match the mismatched output dimensions while training.
Observation 3:	Training UE part model and NW part model with datasets based on different output dimensions will result in a depletion of model performance. 
Case 2: For multi-vendor scenario of Case 2, we consider two UEs with different output dimensions: UE1 with Y1 and UE2 with Y2. The corresponding two NW part models are trained independently with their UE counterparts and deployed with a facility to switch between the NW part models depending on which UE part model is active.
The following table presents NMSE values for each subcase for a single layer (rank=1)

	     
       Subcase
	NMSE (dB)
Scenario A
	 NMSE (dB)
Scenario B

	   UE1 is active
	   -17.35
	   -16.24

	  UE2 is active
	   -11.08
	   -10.18

	Parameters at NW
	   4.218M
	   4.218M



Note: Total parameters at the NW doesn’t depend on the scenario hence they are same for both scenarios.
Case 3: Similar to Case 2, we consider two UE part models and two NW part models with different output dimensions: UE1 with Y1 and UE2 with Y2. However, NW part models are allowed to share trainable parameters between the models to reduce storage and power consumption. With this, we ran the system for a single layer and presented the results in the following table

	          
       Subcase
	NMSE (dB)
Scenario A
	 NMSE (dB)
Scenario B

	   UE1 is active
	   -16.81
	   -14.91

	  UE2 is active
	   -10.28
	   -9.53

	Parameters at NW
	   3.891M
	   3.891M

	No. of parameters shared
	   0.327M
	   0.327M



Observation 4:	For multi-vendor scenarios with different output dimensions, sharing parameters at the NW reduces computation time and in turn power consumption. However, it may result in a performance drop of the system.
Proposal 3: For multi-vendor scenarios with different output dimensions, sharing trainable parameters at the network side allows for a more efficient implementation of the CSI compression model.
The number of parameters shared by the NW part models depend on the similarity/dissimilarity of the output dimensions that are employed by the UE part models for CSI compression. So, to optimize the number of parameters shared by the NW part models, a specifier must be sent from the UE part models informing the NW of the output dimension that is being used by the respective UE part model for CSI compression.
Proposal 4: A specifier must be sent from all the UEs to the NW informing the output dimension used for compression. This will be used by the NW to optimize the number of parameters to be shared.
3     Conclusions
We made the following observations:
Observation 1:	Training UE part model and NW part model with datasets based on different scenarios will result in a depletion of model performance.
Observation 2:	For multi-vendor scenarios with different CSI compression models, sharing parameters at the NW reduces computation time and in turn power consumption. However, it may result in a performance drop of the system.
Observation 3:	Training UE part model and NW part model with datasets based on different output dimensions will result in a depletion of model performance.
Observation 4:	For multi-vendor scenarios with different output dimensions, sharing parameters at the NW reduces computation time and in turn power consumption. However, it may result in a performance drop of the system.

We have the following proposals:
Proposal 1: For multi-vendor scenarios with different CSI compression models, sharing trainable parameters at the network side allows for a more efficient implementation of the CSI compression model.
Proposal 2: A specifier must be sent from the UEs to the NW informing the type of CSI model used for compression. This will be used by the NW to optimize the number of parameters to be shared.
Proposal 3: For multi-vendor scenarios with different output dimensions, sharing trainable parameters at the network side allows for a more efficient implementation of the CSI compression model.
[bookmark: _Int_bsymfnnI]Proposal 4: A specifier must be sent from all the UEs to the NW informing the output dimension used for compression. This will be used by the NW to optimize the number of parameters to be shared.
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