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1. Introduction

In last meeting, the basic simulation methodology framework has been agreed [1].
Working Assumption
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification

· FFS the description and results for generalization/scalability may need a separate table

· FFS the value or range of payload size X/Y/Z

· FFS the description and results for different training types/cases may need a separate table

· FFS: training related overhead

Agreement

For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors

· Case 1 (baseline): Type 3 training between one NW part model and one UE part model

· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models

· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model

· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models

· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model

· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different

· FFS: different quantization methods between NW side and UE side

· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models

· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models

· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model

· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models

· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models

· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models

· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models

· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models

· FFS: whether/how to report overhead of dataset

Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.

· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example

· It does not imply any restriction on future specification for CSI prediction

· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows

· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.

· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.

· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.

· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.

· FFS the verification of fine-tuning

· FFS other additional cases

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows

· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.

· Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.

· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.

· Note: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization.

· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.

· FFS the verification of fine-tuning

· FFS other additional cases

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, Float32 is adopted as the baseline/upper-bound of performance comparison.

Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:

· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training

· Fixed/pre-configured quantization method/parameters is applied for the inference phase

· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.

· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process

· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase

· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.

· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase

· Companies to report how to update the quantization method/parameters during the training

· Note: the above cases apply for training Type 1/2/3

· Others are not precluded.

Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2

· For NW-first training

· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.

· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.

· For UE-first training

· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.

· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.

Working Assumption
For the AI/ML based CSI prediction sub use case, the following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction for the case without generalization/scalability verification

· FFS the description and results for generalization/scalability may need a separate table

· FFS whether/how to capture the multiple predicted CSI instances and their mapping to slots

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated

· Case 0 (benchmark for comparison): One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions for each of the different input and/or output dimensions.

· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed and different output and/or input dimensions

· Case 2: M>1 separate CSI generation parts each with fixed and different input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions

· Case 3: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, if R16 Type II-like method is considered, companies to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,[image: image2.png]
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, reference amplitude, differential amplitude, phase, etc.

In this contribution, we will provide some discussions on the details of evaluation on AI/ML for CSI feedback.
2. Discussions 
2.1 SGCS calculation for rank>1
For different scenarios, the probability of occurrence of different rank is different due to the influence of specific channels. It is difficult to find a unified method for GCS/SGCS calculation with different weights for different layers. The calculation of SGCS for rank>1 is also related to the training strategy. There are different ways to train AI model. One way is that different AI model is trained for different rank. Another way is that a unified AI model is trained for different rank. For different layer, even with the same AI model, with different number of feedback bits for different layers, the GCS/SGCS for each layer will also different. For simplicity, Method 1 could be used in addition to method 3. 

Proposal 1：For SGCS calculation for rank>1, Method 1(average over all layers) could be used in addition to Method 3.

2.2 CSI payload calculation 
CSI payload calculation is discussed in last meeting. Moderator provided two options for AI/ML-based CSI compression as well as the legacy TypeII codebook as follow:
Proposal 3.3.6: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the following two options are considered for further down-selection

•
Option 1: Payload size is calculated based on the maximum rank.

•
Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE.
· The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank
There are already conclusions on the calculation of payload for legacy TypeII codebook. For AI-based CSI compression, the calculation is AI model specific. If unified per layer AI model is used, the overhead of CSI compression is liner increase with layer number. For rank specific AI model, the overhead of CSI compression will be depended on the overhead per rank and rank distribution. In order to have an accurate calculation on CSI payload for both AI/ML-based CSI compression and legacy TypeII codebook, option 2 could be used.
Proposal 2: Option 2 proposed by moderator in last meeting for CSI payload calculation should be used as baseline. 

3. Evaluations for spatial-frequency domain CSI compression
The basic simulation assumptions for AI/ML based spatial-frequency domain CSI compression are listed in Appendix. The transformer-based AI/ML model performance with layer common based transformer AI/ML model are provided in Table 1.
Observation 1: From preliminary results, AI based spatial-frequency domain CSI compression shows good SGCS performance .
Table 1 Evaluation results for CSI compression without model generalization/scalability, Max rank=2, training type 1
	
	
	UMa
	UMi

	CSI generation part
	AL/ML model backbone
	Transformer
	Transformer

	
	Pre-processing
	No
	No

	
	Post-processing
	No
	No

	
	FLOPs/M
	21.37362
	21.37362

	
	Number of parameters/M
	7.16
	7.16

	
	[Storage /Mbytes]
	41.2
	41.2

	CSI reconstruction part
	AL/ML model backbone
	Transformer
	Transformer

	
	[Pre-processing]
	No
	No

	
	[Post-processing]
	No
	No

	
	FLOPs/M
	21.37362
	21.37362

	
	Number of parameters/M
	10.71
	10.71

	
	[Storage /Mbytes]
	41.2
	41.2

	Common description
	Input type
	Precoding matrix
	Precoding matrix

	
	Output type
	Precoding matrix
	Precoding matrix

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	228
	228

	
	Test/k
	1
	1

	
	Ground-truth CSI quantization method
	Scalar quantization
	Scalar quantization

	[Other assumptions/settings agreed to be reported]
	
	

	Benchmark
	
	

	SGCS, [layer 1]
	CSI feedback payload 50
	0.81276
	0.78762

	
	CSI feedback payload 110
	0.848145
	0.83710

	SGCS, [layer 2]
	CSI feedback payload 50
	0.67057
	0.65212

	
	CSI feedback payload 110
	0.71910
	0.71045


4. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1：For SGCS calculation for rank>1, Method 1(average over all layers) could be used in addition to Method 3.

Proposal 2: Option 2 proposed by moderator in last meeting for CSI payload calculation should be used as baseline. 

Observation 1: From preliminary results, AI based spatial-frequency domain CSI compression shows good SGCS performance.
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Appendix
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only,  2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz

	Simulation bandwidth
	10MHZ

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	Rank 1

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	FFS

	Traffic load (Resource utilization)
	FFS

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline
FFS ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	FFS
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