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1. Introduction
The study items for application of AI/ML to air interface were approved in RAN #94[1]. After several rounds of NWM discussion, the use cases of AI/ML applying for RAN1 focus on CSI feedback enhancement, beam management, and positioning accuracy enhancements.
The agreements and conclusion of RAN1 #111 meeting for positioning accuracy enhancements are listed below[2].
	Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.

Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed



Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data

Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network

Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.



[bookmark: OLE_LINK27][bookmark: OLE_LINK28]According to the process of RAN1 #111 and previous meetings, the following three issues will be discussed in this contribution:
· Relation between direct AI/AI assisted and UE based/UE assisted positioning
· Dataset collection

2. Relation between the sub use case and collaboration level
The RAN1 #111 meeting agreed to select direct AI/ML positioning and AI/ML assisted positioning as representative sub-use cases. The potential specification impact combining with UE-based/UE-assisted positioning defined in TS 38.305 are required to be clarified.
· [bookmark: OLE_LINK108][bookmark: OLE_LINK109]UE based positioning combining with direct AI positioning
[bookmark: OLE_LINK101][bookmark: OLE_LINK102][bookmark: OLE_LINK128][bookmark: OLE_LINK129][bookmark: OLE_LINK112][bookmark: OLE_LINK113]From the definition of TS 38.305[3], UE based positioning refers to that UE is responsible for making the positioning calculation. Previous agreement terms direct AI positioning as the output of AI/ML model inference is UE location. Integrating the two definitions,
· [bookmark: OLE_LINK110][bookmark: OLE_LINK111][bookmark: OLE_LINK123]If the AI model is deployed at UE side (the terminologies is UE-side model defined in AI 9.2.1), the positioning process is the UE infers its location by AI model and transfer the result to network side, thus collaboration level x is preferable since AI model is more likely to replace the traditional position calculation method and no impact on the network side. 
· If the AI model is deployed at network side (the terminologies is network-side model defined in AI 9.2.1), it is contradictory that UE based positioning refer to location calculation at UE side while direct AI positioning refer to location inference at network side which deploy the AI model. Thus NW side AI model is not support for this scenario.
Observation 1: Network side AI model cannot apply to UE based positioning combining with direct AI positioning for DL PRS based positioning.
[bookmark: OLE_LINK118][bookmark: OLE_LINK119]Proposal 1: Collaboration level x is preferable when suppose direct AI model is deployed at UE side for UE based positioning.

· UE based positioning combining with AI assisted positioning
[bookmark: OLE_LINK120][bookmark: OLE_LINK121][bookmark: OLE_LINK122][bookmark: OLE_LINK116][bookmark: OLE_LINK117]From the previous agreements, AI assisted positioning termed as the AI model outputs new measurement and/or enhancement of existing measurement rather than the UE location directly. Integrating the definition and TS 38.305,
· If the AI model is deployed at UE side, the technological process should be, inferring an intermediate result by AI model at UE side, calculating the UE positioning by the intermediate results via non-AI method at UE side. Similar as the above case, collaboration level x is preferable since it is more likely implemented by UE-self and transparent for network. 
· If the AI model is deployed at network side, the normal technological process should be, inferring an intermediate result by AI model at network side, transferring the intermediate result to UE side, and calculating the UE positioning by the intermediate result via non-AI method. Although network side AI model can work, resource overhead, location delay and specification complexity will be introduced compared with current positioning mechanism. 
[bookmark: OLE_LINK126][bookmark: OLE_LINK127]Proposal 2: For UE based positioning combining with AI assisted positioning, only UE side AI model rather than network side mode is not supported considering the additional specification complexity. Collaboration level x is preferable for this scenario.

· UE assisted positioning combining with direct AI positioning
From the definition of TS 38.305, UE assisted positioning refers to that UE provides measurements (but does not make the positioning calculation) and NW makes the positioning calculation based on the measurements. Integrating this definition and previous agreement, for DL PRS based positioning, 
· If the AI model is deployed at UE side, the technological process should be, inferring an intermediate result by AI model at UE side, transferring the measurement to gNB, calculating the UE positioning by the measurement via another AI model deployed at network sides. It seems another AI model must be needed at network side to infer the UE location. Therefore, only UE side model cannot work for this scenario. 
· If the AI model is deployed at network side, the normal technological process should be, obtaining the measurement by traditional methods at UE side, transferring the measurement to network side, inferring the UE location by the AI model deployed at network side. A use case for this scenario is AI fingerprint positioning, where CIR is reported from UE side and then input to the AI model deployed at network side, the output of AI model is UE positioning. The potential specification impact is how UE reports the CIR to network.
[bookmark: OLE_LINK124][bookmark: OLE_LINK125]Observation 2: UE side AI model cannot apply to UE assisted positioning combining with direct AI positioning for DL PRS based positioning.
Proposal 3: AI fingerprint positioning can be served as a sub-use case applying UE assisted positioning combining with direct AI positioning. How to obtain CIR at network side should be further study.

· UE assisted positioning combining with AI assisted positioning
[bookmark: OLE_LINK130][bookmark: OLE_LINK131][bookmark: OLE_LINK34][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Integrating the current definitions and agreement, for DL PRS based positioning,
· If the AI model is deployed at UE side, the technological process should be, inferring an intermediate result by AI model at UE side, transferring the intermediate result to network side, calculating the UE positioning by the an intermediate result via mathematical methods rather than any AI models. 
· If the AI model is deployed at network side, the technological process should be, obtaining the measurement by traditional methods at UE side, transferring the measurement to network side, inferring an intermediate results via AI model at network, and calculating UE location via non-AI method.

3. Data set collection
As discussed in AI 9.2.4.1, AI/ML model generalization performance is greatly important for actual model deployment. The existing evaluations have shown that positioning performance of AI/ML based positioning degrades when the model is trained by the dataset with one drop/clutter parameters/network synchronization error/scenario, and is tested by dataset with other drops/clutter parameters/network synchronization error/scenarios. The simulation also shows that training AI/ML model with a mixed dataset is an effective way to improve model generalization performance. Besides, fine-tuning can be used to improve the generalization performance. The performance gain of model fine-tuning is clearly different for different factors that impact the generalization capability even if fine-tuning with the same scale of field data. When the source domain and the target domain are greatly similar, fine-tuning the AI/ML model with a small amount of field data can approach ideal positioning performance observed from the simulation.
The positioning accuracy of AI/ML model continues to improve by a suitable training dataset. Thus, it is better to collect more field data with various cases for model training and fine-tuning when the cost of data collection is not considered and the field data is always available. However, for a data-restricted scenario, how many field samples are required to conduct model training and fine-tuning, especially considering the different impact from different factors? 
Positioning by AI/ML model is a data-drive method which learns the features from a large amount of data and infers the positioning/intermediate results based on the learnt features. When applying the AI/ML model to wireless communication network for positioning purpose, an information interaction is necessary to assist the entity (UE/PRU/gNB/LMF) to collect a suitable and ‘balanced’ dataset from other entities where the data is transferred in physical layer or high layer.
Proposal 4: RAN1 specific an information interaction to assist the entity (UE/PRU/gNB/LMF) to collect a suitable and balanced dataset from other entities where the data is transferred in physical layer or high layer.

4. Conclusion (to be updated)
In this contribution, we discussed the issues of AI/ML for positioning accuracy enhancement. Observations and proposals are summarized as following: 
Observation 1: Network side AI model cannot apply to UE based positioning combining with direct AI positioning for DL PRS based positioning.
Observation 2: UE side AI model cannot apply to UE assisted positioning combining with direct AI positioning for DL PRS based positioning.
Proposal 1: Collaboration level x is preferable when suppose direct AI model is deployed at UE side for UE based positioning.
Proposal 2: For UE based positioning combining with AI assisted positioning, only UE side AI model rather than network side mode is not supported considering the additional specification complexity. Collaboration level x is preferable for this scenario.
Proposal 3: AI fingerprint positioning can be served as a sub-use case applying UE assisted positioning combining with direct AI positioning. How to obtain CIR at network side should be further study.
Proposal 4: RAN1 specific an information interaction to assist the entity (UE/PRU/gNB/LMF) to collect a suitable and balanced dataset from other entities where the data is transferred in physical layer or high layer.
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