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Introduction
There are many simulation results submitted in the previous several RAN1 meetings for AI/ML positioning enhancements, covering multiple aspects such as fundamental performance evaluation under different scenarios and configurations for both direct and assisted AI/ML positioning methods, advanced performance evaluation when imperfections introduced, model generalization performance evaluation under multiple conditions, and model fine-tuning performance. So far almost every aspect of AI/ML positioning has been done, only some minor cases left for companies to evaluate optionally. In this contribution, we present our additional comments and summary on the evaluation results obtained based on the recent agreements made in last RAN1 # 111 meeting.

Discussions
In the previous RAN1 #111 meeting [1], the following agreements have been made.
	Agreement
Study how AI/ML positioning accuracy is affected by user density/size of the training dataset.
Note: details of user density/size of training dataset to be reported in the evaluation.

Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.

Agreement
For reporting the model input dimension NTRP * Nport * Nt:
· If the model input is CIR, then each input value of CIR is a complex number, i.e. it contains two real values, either {real, imaginary} or {magnitude, phase}.
· If the model input is PDP, then each input value of PDP is a real value.

Agreement
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP). 

Agreement
For AI/ML assisted positioning, evaluate the three constructions:
· Single-TRP, same model for N TRPs
· Single-TRP, N models for N TRPs
· Multi-TRP (i.e., one model for N TRPs)
Note: Individual company may evaluate one or more of the three constructions.

Agreement
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.

Agreement
For both direct and AI/ML assisted positioning methods, investigate at least the impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model.
· The fine-tuning data is the training dataset from the target deployment scenario.

Agreement
For the RAN1#110bis agreement on the calculation of model complexity, the FFS are resolved with the following update:
	
	Model complexity to support N TRPs

	Single-TRP, same model for N TRPs
	
where 
 is the model complexity for one TRP and the same model is used for N TRPs.


	Single-TRP, N models for N TRPs
	
Where  is the model complexity for the i-th AI/ML model.



Note: The reported model complexity above is intended for inference and may not be directly applicable to complexity of other LCM aspects.

Observation
Direct AI/ML positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the direct AI/ML positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 
Agreement
For AI/ML based positioning, company optionally evaluate the impact of at least the following issues related to measurements on the positioning accuracy of the AI/ML model. The simulation assumptions reflecting these issues are up to companies.
· SNR mismatch (i.e., SNR when training data are collected is different from SNR when model inference is performed).
· Time varying changes (e.g., mobility of clutter objects in the environment).
· Channel estimation error.
	
Conclusion
Companies describe how their computational complexity values are obtained. 
· It is out of 3GPP scope to consider computational complexity values that have platform-dependency and/or use implementation (hardware and software) optimization solutions.

Observation
AI/ML assisted positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {40%, 2m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <0.4m at CDF=90%, as compared to >9m for conventional positioning method. 
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 

Note: how to capture the observation(s) into TR is separate discussion.
Agreement
· For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching is necessary.



Many of the above agreements are fixed conclusions which has no further space for discussion, e.g., the definitions of the complexity and the model input dimension report. Only a few open issues are still under discussion as follows:
· The impact of user density/ size of training dataset.
· The model monitoring metrics details for assisted methods.
· The impacts of number of fine-tuning samples.  
In the following sections, we present our views on the above aspects respectively.

2.1 Impact of user density/size of training dataset
Like other AI/ML applications, more training dataset samples typically gives more chances for the model to learn more features from the samples, in the AI/ML positioning cases, the most crucial feature is the wireless channel characteristics between single/multiple gNBs and the UEs, both the large-scale and small-scale factors may vary per UE-gNB pair, as well as the additional imperfections such as synchronization error or timing error, moreover, the wireless environment is subject to change, and in some scenarios (e.g., in the moving high-speed train), the changings may be rapid and frequent that for the UE, two wireless environments before and after changing have no coherence at all.
The simulation user density faces the same issues, by increasing the number of users for certain areas can definitely add more unknown features for the model to study and generalize, however this benefit is highly dependent on the wireless layout of the scenarios, especially in heavy NLOS scenarios, two adjacent UEs with tiny distance between them may have completely different wireless channels so the model will not be able to handle the generalization issue for one of the two UE even if the model has already learnt the features of the other UE.
Furthermore, in highly uncertain scenarios such as heavy NLOS, the extra samples may become outliers for the model under some conditions, the outliers may affect or even decrease the performance of the overall model inference since the model must adjust the weights accordingly to balance the performance of the outliers and the normal samples.
Observation 1 The impacts to model performance from both the number of dataset samples and the user density are dependent on the wireless environment.
Observation 2 For heavy NLOS scenarios, the relationship between the user density/dataset samples and the model inference performance varies per case.
Therefore, we propose not to simply evaluate the linear connection between the number of data samples or user density and the model inference performance, some more considerations should be taken for the simulation, and furthermore, in the potential data collection procedure for online-training, for example, the distribution of PRUs in each cell can be used for reference. 
Proposal 1 Study the impacts from not only the number of users/dataset samples, but more information associated with the users/samples. 
Proposal 2 Study the connections between the user density/number of dataset samples and the model lifecycle management functions such as model training and data collection.

2.2 Model monitoring metrics for assisted methods
There could be multiple intermediate results inferred by the AI/ML model, such as TOA, TDOA, AoA, RSRP or even LOS/NLOS probability, however the final purpose for AI/ML positioning is to increase the location accuracy of the UEs so all valid model monitoring metrics must have direct relationship with the location accuracy, e.g., there is public algorithm equations which can calculate the UE location by using TDOA. The metrics for the intermediate results is not suggested to be used for monitoring the model.
It may not be easy to figure out the direct connection to the UE location accuracy for some intermediate output such as LOS/NLOS probability or AoA, but it is not limited to have only one monitoring metrics for one model at one time, that is, the monitoring metrics can be multiple with different applicability within one cell, or the metrics can be changed upon conditions for better model performance. In some cases, the relationship will be easier to be found within a small range of area or wireless channels with certain conditions.
Proposal 3 For the intermediate output without explicit connections to the UE locations, it is suggested to have dynamic model monitoring metrics management framework to study the applicability of different available metrics under certain conditions or configurations.

2.3 Impact of data sample numbers for fine-tuning
Unlike the ordinary training with huge quantities of dataset samples, fine-tuning requires small number of additional dataset samples to realize big performance improvement, the target of fine-tuning is to use as less as possible dataset otherwise another offline training may be used instead of the fine-tuning. It is useful to have some evaluations on how many additional data or samples are sufficient under certain performance requirements.
However, the final purpose of these evaluations is to figure out the relationship between the model performance gap and the dataset variation before/after fine-tuning, so that when the model is activated online, the entities can flexibly make decisions on the details of model fine-tuning and data collection. For AI/ML positioning, the model generalization issue is obvious and model fine-tuning is expected to be taken frequently, therefore it is necessary to study the procedure to connect data collection, model monitoring and model fine-tunning in the model lifecycle management design.  
Observation 3 Typically, model fine-tuning can make use of small amount of data to improve the model performance under new environment, and the data amount required is directly related to the difference between model input (or the corresponding channel characteristics) for the old and new environments.
Proposal 4 In the fine-tuning evaluations, study the relationship between model input (or related channel measurement result) change and the required data amount for model fine-tuning. 

Conclusion
Based on the above discussions, we give the following observations and proposals:

Observations
[bookmark: _Hlk127535993]Observation 1 The impacts to model performance from both the number of dataset samples and the user density are dependent on the wireless environment.
Observation 2 For heavy NLOS scenarios, the relationship between the user density/dataset samples and the model inference performance varies per case.
Observation 3 Typically, model fine-tuning can make use of small amount of data to improve the model performance under new environment, and the data amount required is directly related to the difference between model input (or the corresponding channel characteristics) for the old and new environments.

Proposals
Proposal 1 Study the impacts from not only the number of users/dataset samples, but more information associated with the users/samples. 
Proposal 2 Study the connections between the user density/number of dataset samples and the model lifecycle management functions such as model training and data collection.
Proposal 3 For the intermediate output without explicit connections to the UE locations, it is suggested to have dynamic model monitoring metrics management framework to study the applicability of different available metrics under certain conditions or configurations.
Proposal 4 In the fine-tuning evaluations, study the relationship between model input (or related channel measurement result) change and the required data amount for model fine-tuning. 

Reference
[1] R1-2212845, “Session notes for 9.2 (Study on AI/ ML for NR air interface)”, Ad-hoc Chair (CMCC), RAN1 #111, Toulouse, France, November 14th – 18th, 2022


Appendix
The appendix shows the previous simulation results on AI/ML positioning.
A.1 Direct AI method basic performance
Figure A-1 shows the performance of the direct AI and conventional DL-TDOA methods for positioning.
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Figure A-1	Positioning accuracy CDF of direct AI and DL-TDOA

The percentiles for both the AI and Non-AI methods simulation results are listed in Table A-1 below:

Table A-1 	Simulation results percentiles of the direct AI method and non-AI DL-TDOA

	
	50%
	67%
	80%
	90%

	Direct AI
	2.51
	3.25
	4.08
	5.42

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13



A.2 Assisted AI method basic performance
Figure A-2 shows the performance of the indirect AI and conventional DL-TDOA methods for positioning.
[image: 图表

描述已自动生成]
Figure A-2	Positioning accuracy CDF of indirect AI and DL-TDOA

The percentiles for both the AI and Non-AI methods simulation results are listed in Table A-2 below:
Table A-2 	Simulation results percentiles of the indirect AI method and non-AI DL-TDOA

	
	50%
	67%
	80%
	90%

	Indirect AI
	4.12
	5.61
	7.24
	10.05

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13



A.3 Model generalization and fine-tuning
The simulation results are shown below in figure A-3:
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Figure A-3 Simulation results of direct AI/ML methods for perfect and imperfect synchronizations under original trained and fine-tuned models

The dubbing of the figure legend is similar to our previous contributions, the explanation table can be seen below in table A-3.
Table A-3 	The explanation of the legend of figure A-3
	pp
	AI/ML model trained with dataset of perfect sync and inferred with dataset of perfect sync.

	ss
	AI/ML model trained with dataset of sync error and inferred with dataset of sync errors.

	sp
	AI/ML model trained with dataset of sync error and inferred with dataset of perfect sync.

	ps
	AI/ML model trained with dataset of perfect sync and inferred with dataset of sync errors.

	ps_ft
	AI/ML model trained with dataset of perfect sync and fine-tuned with dataset of sync errors.

	sp_ft
	AI/ML model trained with dataset of sync error and fine-tuned with dataset of perfect sync.



A.4 Simulation parameters
Table A-4-1	Fine-tuning on sync error dataset based on perfect timing original model.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	CIR
	UE location
	UE location
	662
Perfect
timing
	662
Sync
Error
	662
Sync
Error
	30000
	3000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	Before ft: 19m
After ft: 11.6m



Table A-4-2	Fine-tuning on perfect timing dataset based on sync error original model.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	CIR
	UE location
	UE location
	662
Sync
Error
	662
Perfect
timing
	662
Perfect
timing
	30000
	3000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	Before ft: 13.6m
After ft: 7.9m
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