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Discussion
1      Introduction

In RAN1#111 [1], some agreements on the potential specification impact and the consideration of sub use cases has been achieved.
	Agreement 

Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.

Note: Continue evaluation discussion in 9.2.2.1.

Note: RAN1 defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.

Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.
Conclusion

In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note:

· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.

· To align terminology, input-CSI-NW is the input CSI assumed at NW.




In this contribution, we will further discuss the potential specification impact and the consideration of sub use cases for AI/ML-based CSI feedback enhancement.
Sub use case
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub-use case in RAN1 109-e meeting. In the last RAN1 meeting, time domain CSI prediction using one sided model is selected as a representative sub use case for CSI enhancement. 
CSI prediction
For the sub use case of time domain CSI prediction using one-sided model in the UE, as shown in the figure 1, the AI/ML based CSI prediction can predict the future CSI when using the historical CSI as the model input.  From the evaluation results in 9.2.2.1, comparing with the nearest historical CSI, AI/ML-based time domain CSI prediction can provide good performance gain. However, AI-based CSI prediction has similar performance when the baseline is non-AI/ML algorithm based CSI prediction (AR, linear filtering, etc.).  
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Fig. 1 CSI prediction
Observation 1: It is not clear how much performance gain can be obtained when baseline is non-AI/ML algorithm based CSI prediction (AR, linear filtering, etc ), and need FFS.
2      Potential specification impact
2.1     CSI compression with two-sided models
In the last meeting, potential specification impact for CSI compression with two-sided models has been discussed from several aspects, and some agreements have been reached. However, there are still issues that need further clarification and discussion. In this section, we will further discuss the potential specification impact for CSI compression with two-sided models.
Firstly, for AI-based compression with two-sided models, the AI decoder on gNB side and the AI encoder on UE side may need match to ensure performance. Therefore, the AI models deployed at the gNB and UE may need to be exchange some necessary information to form a complete AI network. In the previous meeting, Type1, Type2, Type3, training collaborations were achieved. All these types can be used to train a two-sided AI/ML model. In our views, our goal is to study what potential specification impact need to specified for different training collaborations and how much gain can be obtained by using AI/ML compared with legacy CSI compression. There may be two options based on AI/ML operation with model exchange and AI/ML operation without model exchange, respectively. For AI/ML operation with model exchange，jointly train the AI/ML model at one side and deliver the AI/ML model to the other side via air interface. In the previous meeting, there has been a lot of discussion, but it is just whether AI/ML model exchange is needed, so it is not clear what specific aspects need to be standardized. For AI/ML operation without model exchange, separate training at gNB and UE with gNB-UE interaction during training, UE and gNB may share some intermediate training information as training labels so that the other side can have the knowledge on the direction of training. However, the performance without model directly exchanges needs FFS to make sure it is feasible.

Proposal 1: For AI/ML operation with model exchange (type1), further study potential specification impact related to: 

· Size and format of AI model transfer via air interface
· Signaling design on exchanging AI/ML model
Proposal 2: For AI/ML operation without model exchange (type2, type3), further study potential specification impact related to: 
· Information exchanges between the UE and the gNB prior to the AI/ML operation without model exchange at UE side and gNB side respectively, e.g., training data, supporting information, and so on. 

· Intermediate information exchanges between the UE and the gNB, e.g., gradient information.
Secondly, the potential specification impact for CSI generation model input have been discussed in the previous meeting. In general, there may be raw channel or eigenvectors (may include other features as well) for AI-based CSI compression. However, when mixing these two encoder outputs that are generated from two different main input types (raw channel and eigenvectors) without providing any indication to the decoder, the reconstruction accuracy may be impacted. So it may be better to at least provide indication to the gNB what the main input (to the encoder at UE side) type and the CSI generation model input can be left for implementation if UE knows the input format through the indication. Potential specification impact on  CSI generation model input need FFS. 
Observation 2: We need further clarification what aspects should be specified or studied for CSI generation model input. e.g, type/dimension/configuration and potential pre-processing and so on, or signalling to indicate the CSI generation model input type to gNB.
Proposal 3: Further study the potential specification impact for CSI generation model input.
Thirdly, Since the bit size and the type of the CSI feedback under AI-based CSI feedback compression may different from the current codebook-based CSI feedback in the 5G NR system, so a new CSI feedback method needs to be standardized.

Proposal 4: A new CSI feedback signaling framework design needs to be standardized based on the legacy non-AI/ML-based CSI feedback mode, e.g., CSI-RS/CSI reporting configurations and CSI processing procedures.
2.2     CSI prediction with one-sided model

For the UE based CSI prediction, the UE will report the capability of CSI prediction model (processing time, max future predicted time step, etc.) to gNB. Furthermore, the gNB and UE should also need to align their time regarding the time of historical CSI and future CSI prediction. Therefore, more study is needed to understand how to define “time ID” so that the gNB and UE can have same understanding of the time for historic CSI measurement and future CSI prediction so that sufficient time can be given to the UE to provide the predicted CSI. 
Proposal 5:For the UE based CSI prediction, potential specification impact including UE capability signalling, gNB and UE’s alignment on prediction related time domain configuration information.
3      Conclusions
In this contribution, we discuss the general aspects on CSI feedback enhancement based on AI/ML network model. Following observations and proposals are made:

Observation 1: It is not clear how much performance gain can be obtained when baseline is non-AI/ML algorithm based CSI prediction (AR, linear filtering, etc ), and need FFS.

Proposal 1: For AI/ML operation with model exchange (type1), further study potential specification impact related to: 

· Size and format of AI model transfer via air interface
· Signaling design on exchanging AI/ML model
Proposal 2: For AI/ML operation without model exchange (type2, type3), further study potential specification impact related to: 

· Information exchanges between the UE and the gNB prior to the AI/ML operation without model exchange at UE side and gNB side respectively, e.g., training data, supporting information, and so on. 

· Intermediate information exchanges between the UE and the gNB, e.g., gradient information.
Observation 2: We need further clarification what aspects should be specified or studied for CSI generation model input. e.g, type/dimension/configuration and potential pre-processing and so on, or signalling to indicate the CSI generation model input type to gNB.
Proposal 3: Further study the potential specification impact for CSI generation model input.

Proposal 4: A new CSI feedback signaling framework design needs to be standardized based on the legacy non-AI/ML-based CSI feedback mode, e.g., CSI-RS/CSI reporting configurations and CSI processing procedures.

Proposal 5:For the UE based CSI prediction, potential specification impact including UE capability signalling, gNB and UE’s alignment on prediction related time domain configuration information.
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