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In RAN #94-e meeting, AI/ML for NR air-interface was agreed and the several objectives were approved in the SID [1]. In previous RAN1 meetings, sub use cases and the specification impacts of sub use cases for AI/ML based CSI feedback enhancement were discussed, and the achieved agreements and conclusions were provided in[2]-[5]. Specifically, the following agreement, conclusion and note were reached in RAN1#111.
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW


Although CSI prediction was selected as typical sub use case, the discussion on corresponding specification impact is deferred to RAN1#112bis-e. In this contribution, our views on potential specification impacts of AI/ML based CSI compression are provided.
Discussion
Data collection and dataset transfer for AI/ML model training
For CSI compression, for training collaboration Type 1 (i.e. joint training) with model training deployed at UE side, the UE can collect data for model training based on CSI-RS resources by itself. Then no dataset transfer for training is needed. However, the duration of data collection for training may be quite large to generate large enough dataset which can cover diverse channel conditions. Otherwise the trained AI/ML model will be lack of robustness and generalization capability. In order to ensure the diversity of channel conditions for training dataset, it is possible that the network side takes the responsibility to collect ground-truth labels from multiple UEs for training dataset generation, and then transmits the generated dataset to UEs for model training. 
For training collaboration Type 1 with model training at network side, it is natural for the network to generate dataset for training by collecting ground-truth labels from UEs.
For the cases that network side collecting ground-truth labels from UE side, specifying the collected input format, i.e. input-CSI-NW, is needed.
For training collaboration Type 3 (i.e., separate training), UE side model (i.e., CSI generation part) and NW side model (i.e., CSI reconstruction part) are separately trained at the two sides. 
· For UE-first sequential training, data collection procedure of dataset for UE side model training is the same as that for joint training at UE side, and the dataset for network side model training is generated by UE side and is transmitted from UE side to network side. To transmit dataset for network side model training, specifying output-CSI-UE is needed. 
· For NW-first sequential training, data collection procedure of dataset for network side model training is the same as that for joint training at network side, and the dataset for UE side model training is generated by the network side and is transmitted from network side to UE side. To transmitting dataset for UE side model training, specifying input-CSI-NW is needed. 
· For parallel training, the dataset for UE side model training and the dataset for network side model training can be provided by network side or a third party entity, and the data for generating the datasets can be collected from multiple network sides and/or UE sides. Since a sample of dataset for network side training is a pair of input CSI of reconstruction part (i.e., the compressed CSI) and output CSI of reconstruction part (i.e., output-CSI-UE), and a sample of dataset for UE side training is a pair of assumed input CSI of generation part (i.e., input-CSI-NW) and output CSI of generation part (i.e., the compressed CSI), specifying output-CSI-UE and input-CSI-NW is needed. Note that output-CSI-UE and input-CSI-NW may be the same. 
In summary, for all training collaboration types, it is appropriate for the network to collect ground-truth CSI from UEs for training dataset generalization. For training collaboration types with UE side training, dataset transmission between network side and UE side is needed. 
Proposal 1: For CSI compression using two-sided model, data collection at network side for model training is supported. 
Proposal 2: For CSI compression using two-sided model, specifying input-CSI-NW is needed. 
Proposal 3: For CSI compression using two-sided model, for joint training at UE side and UE-first separate training, training dataset transmission from network side to UE side is supported.
Proposal 4: For CSI compression using two-sided model, for data collection/dataset transmission for model training,
· For training collaboration Type 3 of NW-first sequential training, at least input-CSI-NW is specified;
· For training collaboration Type 3 of UE-first sequential training, at least output-CSI-UE is specified.
· For training collaboration Type 3 of parallel training, input-CSI-NW and output-CSI-UE are specified.
On ground-truth CSI reporting, there are many potential specification impacts:
(1). Type(s) of ground-truth CSI. As discussed in previous meetings, there can be various types for the input for CSI generation part, e.g., i.e. raw channel matrix, precoding matrix, etc. Since any type of CSI can be derived from raw channel matrix, specifying ground-truth CSI in the form of raw channel can avoid specifying various types of input-CSI-NW. However, for MIMO systems, the overhead of raw channel matrix would be quite large. The mechanisms on reducing overhead for data collection should be considered. One possible solution is to collect data with the same type as input-CSI-NW. To be specific, if the input-CSI-NW is raw channel, the raw channel is collected; if the input-CSI-NW is the eigenvector of the raw channel, the eigenvector is collected. 
(2). Format(s) of ground-truth CSI. For a given ground-truth CSI type, the format has to be considered. Take precoding matrix as an example, many quantization schemes can be considered. For instance, it can be reported with scalar quantization, codebook based quantization (e.g. R16 Type II like quantization), etc. Therefore at least which quantization scheme is adopted should be considered.
(3). RS enhancement for ground-truth CSI measurement. In current NR systems, CSI-RS is used for CSI acquisition. For the CSI compression using two-sided AI/ML model, CSI-RS can be used for ground-truth CSI measurement. It seems no need to enhance the design of CSI-RS. However, whether enhancement on CSI-RS resource configuration is needed should be studied.
(4). Signaling/procedure for ground-truth CSI reporting, i.e., the framework of ground-truth CSI reporting. It is possible that the ground-truth CSI for model training is reported by physical layer, and the traditional CSI feedback framework can be reused. It is also possible that the ground-truth CSI for model training is reported by RRC message, and thus new signaling/procedure for ground-truth CSI reporting are designed.
(5). Signaling for triggering/configuring the data collection procedure. It is needed for both UE side data collection and network side data collection. This may be a common LCM issue for all use cases.
Proposal 5: On ground-truth CSI reporting for model training for CSI compression using two-sided model, potential specification impacts including the follows:
· Type(s) of ground-truth CSI;
· Format(s) of ground-truth CSI;
· RS enhancement for measuring ground-truth CSI;
· Signaling/procedure for ground-truth CSI reporting;
· Signaling for triggering/configuring the data collection procedure.
[bookmark: _Ref115289217]Model monitoring
The performance of AI/ML model is highly related to the similarity between the propagation condition of actual deployment and the propagation condition of training dataset. The propagation environment in the system may change due to varying factors, e.g. moving of UE and emerging of new obstacles. Due to change of propagation environment, if the distribution of the propagation condition of the actual deployment drifts a lot from that of the training data, the performance of AI/ML based CSI feedback may deteriorate dramatically. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions (e.g. model deactivation, switching, fallback, update) should be taken when the AI/ML model becomes invalid. Besides model deactivation, switching, fallback, and update, AI/ML model monitoring is also needed for model activation and selection.
In RAN1 #110bis-e, the following agreements were achieved on model monitoring for AI/ML based CSI feedback [4]:
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


For model monitoring for AI/ML based CSI feedback, how to get the monitoring metric should be studied. 
If an intermediate KPI is adopted as model monitoring metric, to calculate intermediate KPI,
· For UE-side model monitoring, pairs of input-CSI (i.e., input CSI of UE side generation part) and output-CSI-UE are needed;
· For NW-side model monitoring, pairs of input-CSI-NW and output-CSI (i.e., out CSI of network side reconstruction part) are needed.
For UE-side model monitoring, UE can get input-CSI by measuring DL signals as that in inference phase. To get output-CSI-UE, the following two cases can be considered:
· Case 1: The UE does not deploy the NW-side model (i.e., CSI reconstruction part at the NW-side). For this case, network side needs to send output-CSI-UE to UE side;
· Case 2: The UE deploys both the NW-side model (i.e., CSI reconstruction part at the NW-side) and the UE-side model (i.e., CSI generation part at the UE-side). For this case, UE can derive output-CSI-UE based on the NW-side model.
For network side sends output-CSI-UE to UE side, specification impacts include at least signaling and procedure on output-CSI-UE transmission. 
For NW-side model monitoring, to get input-CSI-NW, UE side has to send input-CSI-NW to network side. For UE sends input-CSI-NW to network side, specification impact includes at least signaling and procedure on input-CSI-NW transmission. To get output-CSI (i.e., out CSI of network side reconstruction part) at the network side, one possible solution is the network gets output-CSI as that in inference phase (i.e., get output-CSI based on the CSI report from UE). For such solution, it is possible that UE sends input-CSI-NW together with its corresponding compressed CSI report in inference phase. 
Similar as ground-truth CSI reporting for model training, for output-CSI-UE/ input-CSI-NW exchange between UE side and network side for model monitoring, potential specification impacts include the follows: 
(1). Type(s) of output-CSI-UE/ input-CSI-NW, e.g., raw channel matrix, precoding matrix, etc. 
(2). Format(s) of output-CSI-UE/ input-CSI-NW, e.g., scalar quantization based, codebook based quantization based (e.g. R16 Type II like quantization), etc. 
(3). Signaling/procedure for output-CSI-UE transmission/ input-CSI-NW reporting. 
(4). Signaling for triggering/configuring output-CSI-UE transmission/ input-CSI-NW reporting procedure. 
Proposal 6: For CSI compression using two-sided model, potential specification impacts for intermediate KPIs based monitoring at least include:
· Network side sends output-CSI-UE to UE side;
· UE sends input-CSI-NW to network side.
Proposal 7: For CSI compression using two-sided model, potential specification impacts for exchanging output-CSI-UE/ input-CSI-NW between UE side and network side for model monitoring at least include:
· Type(s) of output-CSI-UE/ input-CSI-NW, e.g., raw channel matrix, precoding matrix, etc. 
· Format(s) of output-CSI-UE/ input-CSI-NW, e.g., scalar quantization based, codebook based quantization based (e.g. R16 Type II like quantization), etc. 
· Signaling/procedure for output-CSI-UE transmission/ input-CSI-NW reporting. 
· Signaling for triggering/configuring output-CSI-UE transmission/ input-CSI-NW reporting procedure.
If an eventual KPI is adopted as model monitoring metric, it can be impacted by various factors besides the CSI feedback, i.e. the scheduling strategy, the interference of the environment, etc. Therefore, if eventual KPI is adopted as model monitoring metric, how to exclude the impacts of other factors should be studied.
Proposal 8: For model performance monitoring for CSI compression using two-sided AI model, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
If input or output data based monitoring is considered, how to declare the input/output data is out-of-distribution should be carefully studied. In some cases, the AI/ML model does not deteriorate with drifting of data distribution, as have been proven by evaluations that AI/ML model can be generalized across multiple scenarios and multiple configurations.
For UE-side model monitoring, UE monitors model performance and reports it to network side, the network side makes decisions of model activation/deactivation/updating/switching. There can be different specification impacts for different content that UE reports to the network. UE can report the value of monitoring metric, whether a model is failed or not, etc. For the cases that UE reports whether a model is failed or not to the network, the criterions on determining whether the model is failed should be specified. Besides, specification impact of signaling/procedure for reporting the performance also should be studied.
Proposal 9: For UE-side model performance monitoring for CSI compression using two-sided AI model, potential specification impacts include the following:
· Content on model performance that UE reports to the network
· Value of monitoring metric;
· Judgement on whether a model is failed, etc.
· Signaling/procedure for reporting the performance.
Proposal 10: For UE-side model performance monitoring for CSI compression using two-sided AI model, if UE side reports the judgement on whether the model is failed to the network side, potential specification impact including the criterion on determining whether an AI/ML model is failed or not.
Configuration and content for CSI reporting at inference phase
In Rel-17, a UE can be configured with multiple CSI-ReportConfig Reporting Settings, one or multiple CSI-ResourceConfig Resource Settings, and one or two list(s) of trigger states. Each CSI Resource Setting CSI-ResourceConfig contains a configuration of a list of CSI Resource Sets for channel and optionally for interference. Each trigger state in the list contains one or a list of associated CSI-ReportConfigs. A CSI reporting corresponds to a CSI-ReportConfig can be RRC configured, or semi-persistent activated or dynamic triggered by the network. For AI/ML based CSI feedback, same CSI feedback framework as that in Rel-17 can be considered.
Proposal 11: For AI/ML based CSI feedback, the same CSI reporting framework as that in Rel-17 for codebook based CSI feedback can be reused.
Regarding the content of AI/ML based CSI reporting, at least the compressed CSI should be reported. In MIMO system, the gain of increasing precoding accuracy for high ranks would be much lower than that for low ranks, and the probability of scheduling UEs with high ranks would be lower than that for low ranks. Therefore allocating much higher payloads for high ranks than low ranks is not necessary. For DL Type II codebook based CSI feedback in NR systems, the overheads of PMI feedback for rank 3, 4 are comparable to that for rank 2. The same principle is preferred for AI/ML based CSI feedback, i.e. the overheads of CSI feedback for rank 3, 4 are also expected to be comparable with that of rank 2.
Proposal 12: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
For AI/ML based CSI feedback, when the eigenvector of the channel is compressed, accompanied with the compressed CSI, CQI and RI also should be reported. The reporting scheme of CQI and RI can be the same as that in Rel-17 for codebook based CSI feedback. Note that the mechanism of CQI and RI determination for AI/ML based CSI feedback maybe different to that for codebook based CSI feedback. In Rel-17, CQI shall be calculated conditionally on the reported PMI, RI, and PMI shall be calculated conditionally on the reported RI. For AI/ML based CSI feedback, CQI cannot be calculated conditionally on the output of the CSI generation part. When the input type of the CSI generation part is eigenvector, the following candidate calculation methods can be considered:
· Option 1: The CQI is calculated conditionally on the reconstructed eigenvector (i.e. the output of the CSI reconstruction part);
· Option 2: The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel.
Proposal 13: For AI/ML based CSI feedback, CQI and RI are reported accompanied with the AI/ML based CSI feedback.
Proposal 14: For AI/ML based CSI feedback, if the eigenvector(s) of the channel is used as the input of the CSI generation part, the following CQI calculation methods are considered:
· Option 1: The CQI is calculated based on the reconstructed eigenvector (i.e. the output of the CSI reconstruction part);
· Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel. 
If CQI is reported, the quantization of CQI should be considered. It is natural to use the same scheme as that in Rel-17 for codebook based CSI feedback.
Proposal 15: For the CQI reporting for AI/ML based CSI feedback, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Conclusions
In this contribution, we provided our analysis on specification impacts of AI/ML based CSI compression. We have the following proposals:
Proposal 1: For CSI compression using two-sided model, data collection at network side for model training is supported. 
Proposal 2: For CSI compression using two-sided model, specifying input-CSI-NW is needed. 
Proposal 3: For CSI compression using two-sided model, for joint training at UE side and UE-first separate training, training dataset transmission from network side to UE side is supported.
Proposal 4: For CSI compression using two-sided model, for data collection/dataset transmission for model training,
· For training collaboration Type 3 of NW-first sequential training, at least input-CSI-NW is specified;
· For training collaboration Type 3 of UE-first sequential training, at least output-CSI-UE is specified.
· For training collaboration Type 3 of parallel training, input-CSI-NW and output-CSI-UE are specified.
Proposal 5: On ground-truth CSI reporting for model training for CSI compression using two-sided model, potential specification impacts including the follows:
· Type(s) of ground-truth CSI;
· Format(s) of ground-truth CSI;
· RS enhancement for measuring ground-truth CSI;
· Signaling/procedure for ground-truth CSI reporting;
· Signaling for triggering/configuring the data collection procedure.
Proposal 6: For CSI compression using two-sided model, potential specification impacts for intermediate KPIs based monitoring at least include:
· Network side sends output-CSI-UE to UE side;
· UE sends input-CSI-NW to network side.
Proposal 7: For CSI compression using two-sided model, potential specification impacts for exchanging output-CSI-UE/ input-CSI-NW between UE side and network side for model monitoring at least include:
· Type(s) of output-CSI-UE/ input-CSI-NW, e.g., raw channel matrix, precoding matrix, etc. 
· Format(s) of output-CSI-UE/ input-CSI-NW, e.g., scalar quantization based, codebook based quantization based (e.g. R16 Type II like quantization), etc. 
· Signaling/procedure for output-CSI-UE transmission/ input-CSI-NW reporting. 
· Signaling for triggering/configuring output-CSI-UE transmission/ input-CSI-NW reporting procedure.
Proposal 8: For model performance monitoring for CSI compression using two-sided AI model, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
Proposal 9: For UE-side model performance monitoring for CSI compression using two-sided AI model, potential specification impacts include the following:
· Content on model performance that UE reports to the network
· Value of monitoring metric;
· Judgement on whether a model is failed, etc.
· Signaling/procedure for reporting the performance.
Proposal 10: For UE-side model performance monitoring for CSI compression using two-sided AI model, if UE side reports the judgement on whether the model is failed to the network side, potential specification impact including the criterion on determining whether an AI/ML model is failed or not.
Proposal 11: For AI/ML based CSI feedback, the same CSI reporting framework as that in Rel-17 for codebook based CSI feedback can be reused.
Proposal 12: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
Proposal 13: For AI/ML based CSI feedback, CQI and RI are reported accompanied with the AI/ML based CSI feedback.
Proposal 14: For AI/ML based CSI feedback, if the eigenvector(s) of the channel is used as the input of the CSI generation part, the following CQI calculation methods are considered:
· Option 1: The CQI is calculated based on the reconstructed eigenvector (i.e. the output of the CSI reconstruction part);
· Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel. 
Proposal 15: For the CQI reporting for AI/ML based CSI feedback, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
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