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1 Introduction

In RAN1#111 Meeting, the following agreements and conclusions on Artificial Intelligence (AI)/Machine Learning (ML) based CSI feedback for NR Air Interface were identified [1].
	Agreement

Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   

Note: Continue evaluation discussion in 9.2.2.1.

Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.

Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion

In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 

· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.

· To align terminology, input-CSI-NW is the input CSI assumed at NW 


In this contribution, the potential specification impact on AI/ML based CSI compression feedback with two-sided model is discussed. 
2 Discussion on potential specification impact for CSI compression feedback with two-sided model 

2.1 AI/ML model training collaboration type
In the last meeting, the training Type 2 over the air interface for model training is deprioritized. Except Type 2, training model includes Type 1 and Type 3. Type 1 and Type 3 can further divided sub training type according to training at which side or the order of training, e.g., Type 1-training at NW side or UE side. Type 3-first training at NW side or at UE side. For the four types of model training, the pros and cons are respectively discussed according to performance, model transfer/deliver, flexibility of supporting cell/scenario/configuration, overhead, etc., and given in Table 1.
Table 1.  The pros and cons of different training types of AI/ML model
	Training type
	Pros
	Cons

	Type 1 – training at NW side
	· Flexibility to support cell/site/scenario/configuration specific model.
· Better model performance.

· Decoder is optimized for NW hardware.
	· Multiple AI/ML models may developed at UE side for different NW vendors.
· Model cannot be kept proprietary.  

· Encoder is not optimized for UE hardware
· Additional model transfer overhead

· The number of models one vendor should develop increases with the number of collaborating vendors

	Type 1 – training at UE side
	· Flexibility to support cell/site/scenario/configuration specific model.
· Better model performance.

· Encoder is optimized for UE hardware.
	· Multiple AI/ML models may developed at NW side for different UE vendors.
· Model cannot be kept proprietary.  
· Decoder is not optimized for NW hardware
· Additional model transfer overhead
· The number of models one vendor should develop increases with the number of collaborating vendors

	Type 3-first training at NW side 
	·  Flexibility to support cell/site/scenario/configuration specific model.
· Encoder/decoder is optimized for UE and NW hardware.

· Model can be kept proprietary 
	· More intermediate dataset of training may be sent from NW side to UE side.

· The trained AI/ML model performance may be significantly degraded if the trained encoder and decoder are not matched well. 
· Additional dataset sharing overhead
· The number of models one vendor should develop increases with the number of collaborating vendors

	Type 3-first training at UE side
	· Flexibility to support cell/site/scenario/configuration specific model.

· Encoder/decoder is optimized for UE and NW hardware.

· It does not need to transfer encoder/decoder model
	· More intermediate dataset of training may be sent from UE side to NW side.

· The trained AI/ML model performance may be significantly degraded if the trained encoder and decoder are  not matched well.
· Additional dataset sharing overhead
· The number of models one vendor should develop increases with the number of collaborating vendors


For CSI compression feedback, it is not possible to support all four types of model training considering specification work load and the feasibility. Therefore, it is necessary to firstly discuss the pros and cons for each training type, such that one or two types is studied with high priority. 
Proposal 1: The pros and cons for training collaboration Type 1 and Type 3 should be firstly studied and discussed to determine which one type is studied with high priority.
It may be not feasible that both CSI generation model and CSI reconstruction model are trained at UE side considering the following three issues:

· Storage memory

Usually, the trained CSI reconstruction model is more than 300M bytes. If the UE needs to train multiple such model for different scenarios. It will require larger memory to store these models.
· The capability of training larger model

Larger AI/ML model training requires device has strong computation and inference capability. Transfer model or CNN model are usually used as the CSI reconstruction model. In order to obtain better inference performance, the model structure is more complexity and a lot of model parameters are required to trained. If UE does not have such strong computation capability, the two-sided model cannot be trained at UE side.
· The model storage and management at gNB side

Assume there are a lot of UE in a cell and the two-side model are trained at UE side and gNB manage AI/ML model. For training Type 1, each UE will transfer CSI reconstruction model to gNB. gNB will store hundreds of CSI reconstruction model. It is challenge for the storage memory of gNB. If one user move out the cell, gNB will delete the CSI reconstruction model transferred by the user. Hence, it is difficult to manage these too much AI/ML model from users. Based on above discussion, we can see it may be no feasible that the two-sided model is trained at UE side. The two-sided model which are trained at NW sided should be studied with high priority.
Proposal 2: The two-sided model for CSI compression which are trained at NW sided should be studied with high priority.
2.2 Data collection 
In [2], the agreements on data collection were achieved as follows. 
	Agreement

In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  

· Assistance signaling for UE’s data collection  

· Assistance signaling for gNB’s data collection  

· Delivery of the datasets.


According to this agreement, data collection can be implemented at UE and gNB side. The collected data can used for AI/ML model training, inference, update or monitoring. For CSI compression with two-sided model, the procedure of model update can be similar with that of model training. It is not necessary to collect data for AI/ML inference. The consider of model monitoring is similar with model training. Therefore, we focus on data collection for model training.
Based on discussion in subsection 2.1, we think it is more feasible to collect data at NW side. The following factors are respectively discussed to collect data for model training.
· The overhead of data collection
It needs a lot of dataset for training AI/ML model. If the collected data is too less, the performance of trained AI/ML model may be degraded. For CSI compression feedback in FDD systems, the channel information for training dataset are estimated at UE side. This implies that the estimated channel information should be reported to NW. In our view, data type for training AI/ML can be raw channel information, eigenvector of channel and Type II-liked precoder vector, i.e., Rel-16/17 Type II codebook vector. The eigenvector of channel and Type II-liked precoder vector is able to calculated through raw channel information. If there are many subbands and receive antennas, the overhead of raw channel information reporting is obviously larger than that of eigenvector of channel or Type II-liked precoder vector. Compared with eigenvector of channel, Type II-liked precoder vector can save much more overhead for training AI/ML model. However, since Type II-liked precoder vector will loss some channel information due to parameterization and quantization, the performance of trained AI/ML model by using Type II-liked precoder will be worse than that of trained AI/ML model by using the other data types. The performance loss can be reduced through designing suitable codebook parameters, as given in [3]. According to the provided simulation results, the performance loss is affordable by configuring suitable codebook parameters when eType II codebook precoder vector is adopted, while the feedback overhead can be significantly reduced. Excepted eType II codebook, Rel-17 port selection Type II codebook can also be used to collected data. In fact, compare with eType II codebook, Rel-17 port selection Type II codebook can not only further reduce feedback overhead, but also reduce the computation complexity of UE. Therefore, Rel-17 port selection Type II -liked precoder vector should be considered to collected data for training AI/ML model.
· Procedure of data collection
The procedure of data collection refers to starting and stop of data collection. Since the data collection is implemented at NW side, NW should decide when to initiate and stop data collection. For example, when a gNB detects that there are many access users, the gNB will indicate the users to report the data for training model. Once gNB collects enough data, it will indicate the all users stop reporting data. From specification impact perspective, the signalling design should be studied to implement data collection at least for NW’s side data collection.
· Reference signal 
Channel information is estimated though the configured CSI-RS resource. In current specification, CSI-RS resource is UE-specific reference signal. This means that CSI-RS resource is configured for each user through a specific configuration signalling. In addition, the configured CSI-RS resource per UE may be different. In order to collect training data, gNB expects the dimension of collected data as far as possible. I.e., the number of CSI-RS resource port for all user should be same. In order to achieve this object, the simple way is that CSI-RS resource are configured per cell. It can not only reduce signalling overhead, but also make the dimension of collected data be same. Note that CSI-RS enhancement to collect data for model monitoring is not necessary. Since legacy CSI-RS configuration is enough flexible, it can satisfy the requirement of data collection for model monitoring.
· Data ID
In lasting meeting, some companies suggest data collection should include data ID, such as configuration ID, Cell ID, etc. In our view, such data ID is not necessary. Since CSI-RS resource is configured as UE-specific, gNB can obtain channel information for each UE which corresponds to different configurations. Therefore, gNB is able to distinguish and divide the collect data according to the CSI-RS resource configure for each UE. The data is collected at NW side. NW side knows which users are served by which cells. In addition, NW can control which users should report channel information for data collection. The users which do not belong to the serving cell will not be indicated for reporting data. Hence, the Cell ID is also not necessary to be included for data collection.
Observation 1: Rel-17 port selection type II codebook as the training data type can reduce computation complexity and feedback overhead.
Observation 2: Cell-specific reference can be used to collect data, which makes dimension of collected data be same and reduce configuration signalling.
Proposal 3: The overhead reduction and procedure of data collection for AI/ML model training should be studied.
2.3 CSI measurement and reporting 
In current specification, CSI reporting may include RI, PMI and CQI according to parameter configuration by gNB. For legacy Type II codebook, RI, PMI and CQI are jointly reported to gNB, where RI and CQI are calculated by using the calculated PMI at UE side. For SU-MIMO, gNB transmits DL data according to received RI，CQI and PMI. Since the PMI matches well with RI and CQI, the system performance is expected by using the PMI as the precoder of DL data transmission. For CSI compression feedback through two-sided model with encoder and decoder, the decoder at gNB side can be used to reconstruct the compressed CSI. Then, gNB can utilize the reconstruct the CSI to calculated the precoder of DL data transmission. If the decoder is also deployed at UE side, RI and CQI can be calculated by using the precoder which obtained through the decoder. However, if the decoder is not deployed at UE side, the question is how to calculate RI and CQI. Assume RI and CQI are calculated by using the traditional codebook and reported to gNB. gNB will transmit data by using received RI, CQI and the precoder inferred by decoder. This results that system performance may be degraded due to mismatch between calculated precoder by gNB and RI/CQI which calculated by UE, as shown in Fig.1.
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Fig.1: The procedure of CSI measurement and feedback when decoder is not deployed at UE side.
For CQI calculation, different alternatives of CQI calculation were summarized by feature leader as given in the following: 
	Proposal

In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    

· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including

· Alt1: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 

· Alt2: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including

· Alt3: CQI is calculated based on target CSI with realistic channel measurement  

· Alt4: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 

· Potential CQI compensation based on some assistance of network indication if configured 

· Potential CQI compensation based on monitored performance  

· Alt5: CQI is calculated based on traditional codebook

· Other options are not precluded

· Note1: feasibility of different options should be evaluated 

· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated

Note3: Complexity of CQI calculation needs to be evaluated


In order to discuss them for convenience, these alternatives are numbered as Alt1~Alt5. For Alt1, CSI reconstruction model need to be deployed at UE side. Model transfer or deliver will be involved in. If model transfer or deliver is not supported for such case. This alternative is not feasible. For Alt3, the calculated CQI is over-optimization if CQI is calculated based on target CSI with realistic channel measurement. The reason is that the inference CSI at gNB is not same target CSI. There is some channel information loss due to CSI compression loss.  For Alt4, if CQI is adjusted based on assistance of NW indication, some indication overhead will be required. In addition, the accuracy of CQI cannot be guaranteed since NW does not obtain raw channel information. For Alt5, if CQI is calculated by using traditional codebook, e.g., eType II codebook, the computation complexity is significantly increased compared with other alternatives. The calculated CQI based on traditional codebook may be underrated, since channel information loss incurred by traditional codebook  is much more than inference CSI at NW side.
For Alt 2, the gNB transmits beamformed CSI-RS at first stage, where the beam is inferred PMI via AI/ML-based CSI reconstruction part, i.e., decoder, at gNB side. At the second stage, RI and/or CQI is calculated by UE through the received beamformed CSI-RS. This procedure is similar to non-PMI feedback in current specification. In Fig.2, the processing procedure for such use case is given to illustrate RI, PMI and CQI calculation for Alt 2. The calculated RI/CQI can match the PMI, which avoids performance loss incurred by the mismatch between RI/CQI and PMI. Therefore, Alt2, i.e., CQI is calculated using two stage approach should be supported, where UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder.
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Fig.2. The processing procedure of sub-use case on improved accuracy for separately calculating RI, PMI and CQI at UE side
Proposal 4:  It should be supported that CQI calculated using two stage approach, where UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder should be supported.
In current specification, CSI reporting can be transmitted through PUSCH or PUCCH [4]. For Type II or eType II codebook, CSI reporting includes two parts, i.e., Part 1 and Part 2 to report the contents of CSI through PUSCH. The PMI is included in Part 2. For AI/ML based CSI feedback with two-sided model, the compression information can be regarded as one kind of PMI.  Therefore, the compression information should be included in Part 2. RI and CQI are still included in Part 1. It is sufficient that CSI reporting includes two parts for AI/ML based CSI feedback with two-sided model.
Proposal 5: CSI reporting with two parts, i.e., Part 1 and Part 2 for AI/ML based CSI feedback with two-sided model should be as a starting point.
2.4 Performance monitoring
In [4], the following agreement on performance monitoring was identified. For the convenience of discussion, these options are numbered as Option1~Option4.
	Agreement

In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Option1: Intermediate KPIs as monitoring metrics (e.g., SGCS)

· Option2: Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).

· Option3: Legacy CSI based monitoring: schemes using additional legacy CSI reporting

· Option4: Other monitoring solutions, at least including the following option:

· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection




According to our understanding, the Option2, i.e., eventual KPIs (e.g., Throughput or BLER) not only depends on the AI/ML model inference performance, but also depends on the environment variation of user. Therefore, it cannot say that the AI/ML model is not applicable once inference performance degrades. It may be incurred by the channel variation of user experience. It is not feasible to monitor performance by using Option2. For Option3, legacy CSI based monitoring is a good method of performance monitoring. It can assist gNB to detect whether AI/ML model inference performance degrades. For example, assume CSI reconstruction AI/ML model is deployed at UE side. Firstly, UE calculates the first average SGCS K1 based on the inferenced output CSI by CSI reconstruction model and the estimated downlink channel information, where K1 may be calculated based on  different subbands or time instance. Secondly, UE calculated the second average SGCS K2 based on Type II codebook parameter and the estimated downlink channel information. UE can report the different K1 and K2 to gNB, so that gNB can judge AI/ML model inference performance. According to above discussion, Option1, i.e., intermediate KPIs as monitoring metrics (e.g., SCGS) is suitable metric for performance monitoring. For Option4, the feasibility or accuracy need to further study.  
Proposal 6: Intermediate KPIs and/or legacy CSI based monitoring can be adopted as the performance monitoring metric and/or methods.
3 Conclusions

In this contribution, potential specification impact for AI/ML based CSI compression feedback with two-sided model are discussed, and the observations and proposals are given as follows:

Observations

Observation 1: Rel-17 port selection type II codebook as the training data type can reduce computation complexity and feedback overhead.

Observation 2: Cell-specific reference can be used to collect data, which makes dimension of collected data be same and reduce configuration signalling.
Proposals

Proposal 1: The pros and cons for training collaboration Type 1 and Type 3 should be firstly studied and discussed to determine which one type is studied with high priority.
Proposal 2: The two-sided model for CSI compression which are trained at NW sided should be studied with high priority.
Proposal 3: The overhead reduction and procedure of data collection for AI/ML model training should be studied.
Proposal 4:  It should be supported that CQI calculated using two stage approach, where UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder should be supported.
Proposal 5: CSI reporting with two parts, i.e., Part 1 and Part 2 for AI/ML based CSI feedback with two-sided model should be as a starting point.

Proposal 6: Intermediate KPIs and/or legacy CSI based monitoring can be adopted as the performance monitoring metric and/or methods.
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