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Introduction 
Machine learning based methods for wireless communications have gained interest in academia and industry recently. It is also agreed that the use cases of AI/ML methods in physical layer are studied in 3GPP RAN [1]. Three main study items are included for the discussion, CSI feedback enhancement, beam management, position accuracy enhancement. In this document, we concentrate on the evaluation of CSI feedback enhancement based on AI/ML methods.
Intermediate performance metric
In the previous meetings, some intermediate performance metrics were proposed and discussed such as NMSE and GCS/SGCS [2]. In this document, we summarize the definition of these metrics and also introduce new metrics based on spectral efficiency. 
A single-cell downlink massive MIMO system with  ports at the gNB,  UE ports and  subbands is assumed. The precoding matrix  is designed based on the received CSI feedback at the gNB. Assume there are  samples of the channel , where  represents the time sample index and jis the number of frequency measurements over the subbands. Each  is a complex-valued matrix of size , i.e.,  . The corresponding eigenvectors and eigenvalues of  are denoted by  and , respectively, where , and  is the rank of the channel. We combine all eigenvectors in a single matrix . The estimated eigenvectors and eigenvalues at the receiver side are denoted by  and , respectively. Similar to the previous definition, we define .
For explicit CSI feedback methods, which the channel matrix or the eigenvectors of the channel are provided at the gNB, the normalized mean squared error (NMSE) defined as follows is a well-defined and usable metric. 

where  is the reconstructed channel matrix at the gNB. As agreed in RAN1#109, the GCS/SGCS is adapted as an intermediate KPI. 

where  is 1, if it is the standard GCS, and if  equals 2, it is the squared GCS (SGCS). Similar to the NMSE, this metric is also applicable for explicit CSI feedback. 
A generic intermediate metric which can be widely used in explicit or implicit CSI feedback is defined based on the spectral efficiency.
We define the empirical spectral efficiency (ESE) as follows. 

where  represents the noise variance and the transmit power is normalized, Therefore, in the above expression  represents the signal-to-noise-ratio (SNR). 
There are two options for an intermediate KPI, differential spectral efficiency (DSE) or relative spectral efficiency (RSE), which are defined as follows.


Proposal 1: If explicit CSI is not provided at the gNB, the metrics based on spectral efficiency (differential or relative) are proposed for performance evaluation and comparison.
SVD-based pre-processing
In the agreement achieved in RAN1#110-bis, two types of input for the AI/ML based autoencoder are included as the examples: raw channel matrix, and the eigenvectors of the channel matrix [3]. If raw channel matrix is used as input of the encoder, the eigenvectors are calculated at the gNB side. On the other hand, raw channel matrix comprises redundant information for the precoder design and it also causes high feedback overhead as well as it increases the size and the complexity of the AI-based autoencoder without any significant improvement on the performance [4]. However, if eigenvectors are used as input to the encoder, the UE should perform the SVD on the channel matrix as pre-processing.  This involves  SVDs, where  is the number of subbands. Without compression, the total number of channel coefficients is . Thus no matter whether raw channel matrix or eigenvectors of the raw channel matrix would be used, the  SVDs for a matrix with the dimension like  needs to be implemented either in gNB side or UE side. Therefore, to reduce the CSI feedback overhead and the complexity of the AI/ML autoencoder, it is proposed that the channel matrix is pre-processed and transformed to the angular-delay domain by a discrete Fourier transform (DFT).
Proposal 2: SVD-based pre-processing methods are proposed to be applied on the channel matrix at the UE before the AI/ML-based encoder.
Different Types of Training a Two-sided Model
In RAN1#110 meeting, the following agreement was obtained on the AI/ML model training [2]. 
	Agreement 
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied: 
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively. 
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes). 
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW.


In addition, in RAN1#111 meeting the following was agreed about the Type 3 AI/ML model training [5]. 
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization. 



A two-sided AI/ML model for CSI compression and decompression comprises one encoder and one decoder at the UE-side and the gNB-side, respectively. Training the AI/ML model may be performed jointly at the same time or separately. Also, the training of the UE-side and the gNB-side of the AI/ML model may be implemented at the same or different entities. Therefore, there are three types of offline training for a two-sided AI/ML model which are listed in Table 1. 
Table 1: Different types of offline training
	Type of training
	Joint training (same time/loop)
	Single entity (same place)

	Type 1
	Yes
	Yes

	Type 2
	Yes
	No

	Type 3
	No
	No


In Figure 1, the joint two-sided model training at a single training entity is shown. As discussed in the previous meetings, the training of the AI/ML model is assumed to be implemented at the training entity. The training entity can be at the UE-side, gNB-side, or any 3rd party entity. Type 1 has three phases, data collection from the UE, model training at the training entity, and model transfer to the UE and gNB. 
In Figure 2, the joint two-sided model training in two separate training entities is shown. After the data collection from the UE, two vendors corresponding to the UE and the gNB, design in a joint training mode the encoder and the decoder, respectively. During the training, data exchange is required between these two training entities.  
In Figure 3, separate two-sided offline training is shown. In Type 3, instead of joint training, the separate or sequential offline training is performed at the UE-side and gNB-side entities. 
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The advantages and disadvantages of all three types are summarized in Table 2, where the positive and negative points are marked in green and red, respectively.
	Type of training
	UE-processing compatibility
	Encoder-decoder compatibility
	Logistics of AI model design
	Logistics of AI model training
	Revealing proprietary information
	Performance guarantees

	Type 1 - UE side training
	No issues
	Trained at one side
	Design by a single vendor, high complexity at UE-side

	No issues
	NW vendor may need to reveal some implementation info to UE vendor for decoder design
	Possible

	Type 1 - NW side training
	UE vendor assistance required for UE compatibility
	Trained at one side
	Easy (training at single entity)
	Training data exchange is necessary (UE vendors need to exchange training data with NW vendors)
	Some proprietary information may be revealed by UE side vendor to NW vendor for designing UE-compatible encoder
	Possible

	Type 1- 3rd party training
	UE and gNB vendors assistant required
	Trained at one side
	Easy (training at single entity)
	Training data exchange is necessary
	Some proprietary information may be revealed by UE 
	Possible

	Type 2
	No issues (UE-vendor trained)
	Jointly trained
	Harder (vendor pairings needed for AI model development)
	Harder (vendor pairs need to exchange training data)
	Some proprietary information may be revealed between pairing vendors
	Possible

	Type 3
	No issues (UE-vendor trained)
	Separately trained
	Easy (independent training regardless of encoder-decoder pairing)
	Harder (vendor pairs need to exchange training data)
	No revealing of proprietary information is required
	Hard to guarantee due to higher chances of encoder-decoder mismatch


Table 2: Comparison of different types of offline training

Observation 1:  The same AI-model can be trained by type 1 or type 2, therefore type 1 and type 2 training may result in the same performance. However, in type2, two vendors located at different places are used for the training, this causes a lot of offline overhead for data exchange and synchronization. 
Observation 2: If the confidentiality of the details of the two-sided model is crucial, which means the UE or gNB vendors concern about revealing their data and/or implementation to each other, type 3 is the only applicable option.
Observation 3: Some of the AI models, which require joint training, cannot be implemented using separate training, therefore type 3 or any separate training method does not outperform the joint training approaches e.g., type 1, 2. 
Proposal 3: Separate training type 3 can be applied when there is no full coordination between the UE and gNB vendors.
Generality of the AI/ML-based CSI compression
In RAN1#111, the following agreement was obtained [5]. 
	Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases


In the above agreement, the evaluation method for different output dimensions of the AI/ML model is discussed. In order to evaluate the generality of the model, the same evaluation scheme can be implemented. Similar to case 1 (case 2) in the above agreement, the AI/ML model is trained based on a specific training dataset, and then, the performance of the AI/ML model is evaluated by the same (different) dataset.  Also, similar to case 3 in the above agreement, the AI/ML model is trained based on training dataset by mixing different scenarios (e.g., line-of –sight (LoS)/Non-LoS (NLoS) ), then, the AI/ML model performance is evaluated on a single dataset (either LoS or NLoS).
In Figure 4, the AI/ML model defined in [4] is trained by three data sets including LoS, NLoS and the general case comprising the mixture of datasets (LoS and NLoS). The compression ratio is the ratio of the total size of the output to the size of the input of the encoder. If there is a large gap between the performance of general trained model and the special-case trained model, the optimal autoencoder should be employed for each scenario or configuration.
Observation 4: If the AI/ML model is trained for a mixture of scenarios including different channel environments, there might be a performance loss compared to the case that the AI/ML model is trained only by specific data set.
Observation 5: With the same acceptable NMSE, the NLoS channel requires smaller compression ratio than LoS channel. In other words, for NLoS, more feedback overhead is needed. 
Proposal 4: The performance of the AI/ML-based CSI compression should be evaluated on different datasets including multiple scenarios used for training.
Figure 4: NMSE and GCS for different trained AI/ML









Conclusions
[bookmark: _GoBack]Based on the above discussions, we have the following observations about the training types and generality of  AI/ML-based methods and the proposals for improvement. 
Observation 1:  The same AI/ML-model can be trained by type 1 or type 2, therefore type 1 and type 2 training may result in the same performance. However, in type2, two vendors located at different places are used for the training, this causes a lot of offline overhead for data exchange and synchronization. 
Observation 2: If the confidentiality of the details of the two-sided model is crucial, which means the UE or gNB vendors concern about revealing their data and/or implementation to each other, type 3 is the only applicable option.
Observation 3: Some of the AI/ML models, which require joint training, cannot be implemented using separate training, therefore type 3 or any separate training method does not outperform the joint training approaches e.g., type 1, 2. 
Observation 4: If the AI/ML model is trained for a mixture of scenarios including different channel environments, there might be a performance loss compared to the case that the AI/ML model is trained only by specific data set.
Observation 5: With the same acceptable NMSE, the NLoS channel requires smaller compression ratio than LoS channel. In other words, for NLoS, more feedback overhead is needed. 
Proposal 1: If explicit CSI is not provided at the gNB, the metrics based on spectral efficiency (differential or relative) are proposed for performance evaluation and comparison.
Proposal 2: SVD-based pre-processing methods are proposed to be applied on the channel matrix at the UE before the AI/ML-based encoder.
Proposal 3: Separate training type 3 can be applied when there is no full coordination between the UE and gNB vendors.
Proposal 4: The performance of the AI/ML-based CSI compression should be evaluated on different datasets including multiple scenarios used for training.
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Table 3: Chanel parameters configurations used in generating datasets for CSI Compression.
	Parameter
	Value

	Carrier frequency
	4 GHz

	Bandwidth
	10MHz

	SCS
	15 kHz

	PRB
	52

	Sub-band
	13

	Channel model
	UMa

	UE distribution
	70%NLoS + 30% LoS

	UE speed
	3 km/h indoor,30 km/h outdoor

	Tx antennas
	32 Tx (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8), directional

	Rx antennas
	4 Rx (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.8), omni-directional

	Rank
	1, 2

	Channel Estimation
	ideal
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