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Introduction
In RAN1 #111 meeting, some agreements were made for the evaluation of NR duplex, including deployment scenarios, channel model, interference model, traffic model and performance metrics. In this contribution, we provide our views on remaining issues of deployment scenarios, evaluation methodology and provide some initial evaluation results.
Discussion
Evaluation assumption
In RAN1 #111 e-meeting, the UE clustering distribution for deployment Case 4 is agreed as baseline case. The position of cluster center for different operator is discussed and down-selection is needed between two options.
	Agreement
UE clustering distribution is also applied for SBFD Deployment Case 4 as baseline. Down-select from the following two options in RAN1#112:
· Option 1. Cluster centers for each operator are independently dropped. 
· Option 2. Cluster centers for operator A are dropped. The cluster centers are used for operator B.
· FFS: grid shift case 



In deployment case 4, two operators use two adjacent carriers, and the deployment scenarios that are not de-prioritized are outdoor macros. So it can be assumed the same gNB tower is used for the two operators. Further, the common cluster could be more realistic scenario. In this way, grid shift of 0% is preferred in order to achieve similar channel model and interference for the two operators with common cluster.
Proposal 1: Option 2 is selected for cluster center assumption in deployment case 4, with 0% grid shift.
Evaluation results
Tables 1~2 show the evaluation results for SBFD in InH scenario, with evaluation assumptions given in Table A-1. The channel bandwidth is 100MHz (272RBs) and the SBFD pattern in frequency domain is {DUD} with < ND, NU, NG > = <104, 55, 5>. Three slot patterns {DDDSU, XXXXU, XXXXX} are evaluated for different traffic load levels at low, medium and high. The FTP3 traffic arrival model parameter is determined with Type-2 RU in legacy TDD (DDDSU) case. The traffic packets generation for legacy TDD case and SBFD cases follow the same random seed for generation of traffic arrival times and the same fixed packet size with the given load condition. There are 5 UEs dropped in each cell for large packet case, and 10 UEs for small packet case.
Table 1 Evaluation results for SBFD operations in deployment case-1 (packet size: 0.5Mbytes for DL/UL)
	　
	TDD slot configuration
	Avg. DL Throughput per cell (kbps)
	Avg. UL Throughput per cell(kbps)
	Avg. DL UPT per UE (kbps)
	Avg. UL UPT per UE (kbps)
	Type-2 RU for DL
	Type-2 RU for UL

	High load
	DDDSU
	136848.48
	45175.54
	181256.68
	48980.11
	60.23%
	67.60%

	
	XXXXU
	131370.06
	48498.42
	116515.12
	155447.22
	77.32%
	29.16%

	
	XXXXX
	135514.22
	40088.50
	154741.01
	32338.57
	62.84%
	73.16%

	　

	Medium load
	DDDSU
	84925.80
	31322.19
	274720.14
	105148.12
	27.21%
	27.61%

	
	XXXXU
	84823.23
	31436.31
	195392.12
	234271.32
	39.47%
	12.46%

	
	XXXXX
	84942.58
	31327.42
	276626.67
	85592.64
	26.65%
	32.26%

	　

	Low load
	DDDSU
	41082.78
	11533.33
	406827.37
	168910.50
	8.02%
	6.03%

	
	XXXXU
	41079.78
	11582.27
	332367.82
	291989.59
	10.81%
	3.51%

	
	XXXXX
	41080.22
	11533.33
	431278.56
	113834.69
	7.88%
	9.39%



Table 2 Evaluation results for SBFD operations in deployment case-1 (packet size: 4Kbytes for DL, 1Kbytes for UL)
	　
	TDD slot configuration
	Avg. DL Throughput per cell (kbps)
	Avg. UL Throughput per cell(kbps)
	Avg. DL UPT per UE (kbps)
	Avg. UL UPT per UE (kbps)
	Type-2 RU for DL
	Type-2 RU for UL

	High load
	DDDSU
	125794.94
	35400.83
	2191.29
	369.48
	53.67%
	52.05%

	
	XXXXU
	120791.26
	40394.86
	1663.68
	1652.26
	67.13%
	40.53%

	
	XXXXX
	129691.11
	39434.72
	2642.95
	350.24
	56.85%
	87.40%

	　

	Medium load
	DDDSU
	57727.24
	14068.80
	6255.15
	723.47
	26.07%
	24.51%

	
	XXXXU
	57277.81
	15584.49
	6371.51
	4208.98
	33.76%
	23.96%

	
	XXXXX
	59434.97
	15351.11
	8379.53
	4783.44
	29.58%
	32.82%

	　

	Low load
	DDDSU
	9423.09
	2454.10
	16516.26
	2097.34
	6.96%
	7.42%

	
	XXXXU
	9424.92
	2588.70
	16841.24
	6579.85
	8.52%
	3.22%

	
	XXXXX
	9424.91
	2468.00
	18604.88
	7181.20
	6.80%
	4.93%


Both Table-1 and Table-2 show that, regardless whether packet size is large (0.5Mbyte for DL and UL) or small (4Kbytes for DL and 1Kbytes for UL),
· The average DL/UL throughput for each cell is similar among three SBFD patterns {DDDSU, XXXXU, XXXXX} for a given traffic loads and a given pair of DL/UL packet sizes.
· Among three SBFD patterns {DDDSU, XXXXU, XXXXX}, XXXXU results in the highest DL Type-2 RU but lowest UL Type-2 RU for any given traffic loads.
· The setup of SBFD does not change the observation that the UE UPT decreases as traffic load increases. 
In addition, both tables show the following differences: 
· When the packet size is large (0.5Mbyte for DL and UL), 
· Among three SBFD patterns {DDDSU, XXXXU, XXXXX}, XXXXU results in lowest DL UPT but highest UL UPT for any given traffic loads.
· When packet size is small (4Kbyte for DL and 1Kbyte for UL), 
· If traffic load is high, among three SBFD patterns {DDDSU, XXXXU, XXXXX}, XXXXU results in lowest DL UPT but highest UL UPT. This is because XXXXU generates more UL resources and transmission chances in “U” slot comparing to XXXXX and in “XXXX” slots comparing to DDDSU, but on the other hand loses too much DL resources in relative to traffic load.  
· If traffic load is low or medium, among three SBFD patterns {DDDSU, XXXXU, XXXXX}, XXXXX results in the high UPT for both DL and UL. This is because the UL subband in each of “X” slot is large enough for small packet size and moderate-to-low traffic load, and the same is for DL subbands in each of “X” slot. It is also observed that the UL UPT’s of both XXXXU and XXXXX are far better than that of DDDSU.    
[image: ]
Figure 1 Distribution for average packet latency (packet size: 0.5Mbytes for DL/UL)
Figure 1 gives the distribution of average latency per UE. It shows that, when packet size is large, 
· The latency for uplink follows XXXXU < DDDSU < XXXXX, where the latency gap between XXXXU and the DDDSU is quite large and obvious.
· The latency for downlink follows XXXXX ≈ DDDSU < XXXXU, where the latency gap between XXXXU and legacy DDDSU is obvious.
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Figure 2 Distribution for average UPT (packet size: 0.5Mbytes for DL/UL)
Figure 2 gives the distribution of average UPT per UE, matching what are given in Figure 1. It shows that, when packet size is large,
· The uplink UPT follows XXXXU > DDDSU > XXXXX, where the UPT gap between XXXXU and legacy DDDSU is quite obvious.
· The downlink UPT follows XXXXX ≈ DDDSU > XXXXU, where the UPT gap between XXXXU and legacy DDDSU is quite obvious.
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Figure 3 Distribution for average packet latency (packet size: 4Kbytes for DL, 1Kbypts for UL)
Figure 3 gives the distribution of average latency per UE. It shows that, when packet size is small,
· The latency for uplink follows XXXXX ≈ XXXXU < DDDSU with low and medium load, where the latency gap between DDDSU and the other two is quite large and obvious. For high load case, the latency for uplink follows XXXXU ≈ XXXXX ≈ DDDSU.
· The latency for downlink follows XXXXX < XXXXU ≈ DDDSU cases with low and medium load, which shows that the short latency of HARQ ACK/NACK in {XXXXX, XXXXU} starts to weight more when the latency of DL packet differ less due to light loads. For high load, the latency for downlink is similar among three SBFD patterns.
[image: ]
Figure 4 Distribution for average UPT (packet size: 4Kbytes for DL, 1Kbypts for UL)
Figure 4 gives the CDF of UE UPT for small packet sizes, and shows that, when packet sizes are small,
· The uplink UPT follows XXXXX ≈ XXXXU > DDDSU with low and medium load, where the UPT gap between XXXXX and the other two is obvious. For high load case, the uplink UPT for DDDSU and XXXXX are similar and meanwhile smaller than that of XXXXU.
· The downlink UPT is similar among three SBFD patterns under high load. For low and medium loads, the downlink UPT follows XXXXX > DDDSU ≈ XXXXU.
Observation 1: The setup of UL subband over DL symbols would not have big impact to the average cell throughput under the assumed traffic loads.
Observation 2: The setup of UL subband over DL symbols improves the UL latency and UL UPT per UE.
Observation 3: With the assumed D/U resource ratio in “X” slot, if the packet size is large (0.5Mbyte) or the traffic load is high, 
· XXXXU offers the better UL UPT than both DDDSU and XXXXX. 
· The UL UPT difference between DDDSU and XXXXX is much less than the UL UPT difference between DDDSU/XXXXX and XXXXU. The same is observed for DL UPT.  
Observation 4: With the assumed D/U resource ratio in “X” slot, if the packet size is small (4Kbytes for DL and 1Kbypts for UL) and the traffic load is low-to-medium, 
· {XXXXX, XXXXU} offer the better DL/UL UPT than DDDSU.
· The UL UPT difference between XXXXU and XXXXX is much less than the UL UPT difference between XXXXU/XXXXX and DDDSU. 
Conclusion
In this contribution, we show our views on evaluation on NR duplex evolution with following proposals:
Proposal 1: Option 2 is selected for cluster center assumption in deployment case 4, with 0% grid shift.
· Option 2: Cluster centers for operator A are dropped. The cluster centers are used for operator B.
Observation 1: The setup of UL subband over DL symbols would not have big impact to the average cell throughput under the assumed traffic loads.
Observation 2: The setup of UL subband over DL symbols improves the UL latency and UL UPT per UE.
Observation 3: With the assumed D/U resource ratio in “X” slot, if the packet size is large (0.5Mbyte) or the traffic load is high, 
· XXXXU offers the better UL UPT than both DDDSU and XXXXX. 
· The UL UPT difference between DDDSU and XXXXX is much less than the UL UPT difference between DDDSU/XXXXX and XXXXU. The same is observed for DL UPT.  
Observation 4: With the assumed D/U resource ratio in “X” slot, if the packet size is small (4Kbytes for DL and 1Kbypts for UL) and the traffic load is low-to-medium, 
· {XXXXX, XXXXU} offer the better DL/UL UPT than DDDSU.
· The UL UPT difference between XXXXU and XXXXX is much less than the UL UPT difference between XXXXU/XXXXX and DDDSU. 
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Appendix
Table A-1 simulation parameters for SBFD with InH 
	Parameters
	Value

	Scenario
	InH(2*6 site)

	Inter-BS distance
	20m

	Carrier frequency
	4GHz

	Duplex Mode / Simulation bandwidth
	100MHz

	SCS
	30KHz

	TDD pattern
	DDDSU/XXXXU/XXXXX

	SBFD pattern
	{DUD}, < ND, NU, NG > = <104, 55, 5>

	BS Antenna Configuration
	(M, N, P, Mg, Ng; Mp, Np) = (2,2,2,1,1,2,2)
 (dH, dV) = (0.5λ, 0.5λ)

	UE Antenna Configuration
	2R, (M, N, P, Mg, Ng; Mp, Np) = (1,1,1,1,1;1,1)

	Transmit Power(DL)
	41dBm

	Antenna Height
	3 m for BS and 1.5 m for UE

	Receiver Noise Figure
	5 dB for BS and 9 dB for UE

	UE speed
	3km/h

	Scheduling Algorithm
	SU-MIMO+PF

	Power control for PUSCH
	P0=-60dbm, alpha=0.6
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