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Introduction

In 3GPP TSG RAN Meeting #94e meeting, a new SID was approved to study AI/ML technologies over air interface [1].  In addition, RAN1#110 confirmed that both direct AI/ML positioning and AI/ML assisted positioning will be studied[2].  Furthermore, in RAN1#110bis-e, more agreements had been made regarding the general categorizations, model monitoring, model indication and data collection.

	Agreement in RAN1#110b:

Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement

Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement in RAN1#111:

For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.


In this contribution, we provide our further views to the different cases and potential specification impacts.
Data collection

	Agreement in RAN1#110b:

Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement

Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)

Partial and/or noisy ground truth label

Signaling for data collection

Other aspects are not precluded

Agreement in RAN1#111:

Regarding data collection for AI/ML model training for AI/ML based positioning, 

The following options of entity and mechanisms to generate ground truth label are identified for further study

For direct AI/ML positioning, ground truth label is UE location

PRU with known location

UE generates location based on non-NR and/or NR RAT-dependent positioning methods

LMF generates UE location based on positioning methods

LMF with known PRU location

Note: user data privacy needs to be preserved

For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output

PRU generates label directly or calculates based on measurement/location 

UE generates label directly or calculates based on measurement/location

Network entity generates label directly or calculates based on measurement/location

The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study

For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)

PRU 

UE

For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)

TRP

Note: other options of entity to generate other training data are not precluded

Note: Existing PRU definition is in 38.305
Agreement in RAN1#111:

Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects

Request/report of training data

Ground truth label

Measurement corresponding to model input

Associated information of ground truth label and/or measurement corresponding to model input

Assistance signaling and procedure to facilitate generating training data

Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier

Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.

Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Note2: Study may consider different entity to generate training data as well as different types of training data when applicable

Note3: study considers both of the following cases when applicable

when the training entity is the same entity to generate training data

when the training entity is not the same entity to generate training data


As approved in above agreements, for different use cases, there could be different entities and different types of measurement/label to collect training data. 

For Case 1 and Case 2a, if model transfer/delivery is not considered for this case, the AI/ML model may be trained and deployed by UE side up to its implementation. Thus, for data collection, UE side is not required to report its measurement/label to network side. Instead, UE side can collect the training data through a specification-transparent way. However, in order to get the measurement and the label, UE should receive some reference signal from TRP side. On-demand PRS configuration defined in Rel-17 may be a good option  for UE to request necessary DL PRS configuration for data collection by UE. In addition, assistance/association information to data collection is also discussed in previous meetings, which can be used to define applicable scenarios/configurations of AI/ML models. However, he associated configuration information of DL PRS (e.g., TRP ID, TRP location, carrier frequency etc.) is already defined in TS 37.355, so additional association information is not necessary to be defined.

For Case 1 and Case 2a, if model transfer/delivery is not considered, UE side can collect the training data through a specification-transparent way.

The current associated information to the DL PRS (e.g., TRP ID, TRP location, carrier frequency etc) is already defined in TS 37.355. Additional association information is not necessary to be defined for UE side data collection.

Reuse on-demand PRS mechanisms defined in Rel-17 for PRS request of data collection by UE side.

For Case 3a, how AI/ML model is trained and deployed should be left up to network implementation. Network should have its control and responsibility to collect necessary data for model training. There is no specification impacts on data collection.

For Case 3a, model training and model deployment are left up to network implementation. There is no specification impact on data collection.

As we know, current specifications support following measurements from UE/TRP to LMF: 

DL-RSTD and UL-RTOA

DL PRS-RSRP and UL SRS-RSRP

UE Rx-Tx time difference and gNB Rx-Tx time difference

DL PRS-RSRPP and UL SRS-RSRPP

Up to 8 additional paths for DL-RSTD/UL-RTOA/UE Rx-Tx time difference/gNB Rx-Tx time difference/DL PRS-RSRPP/UL SRS-RSRPP

Up to 8 UL-AOA values (pair of AOA & ZOA values) per path.

LOS/NLOS indicator

For Case 2b and Case 3b, the AI model inference is performed entirely at the LMF side. Hence, the more useful and representative information being fed into an AI/ML model, the AI/ML model can extract more important features. This requires UE/TRP to report more detailed channel measurements in addition to the above measurements. Finally, the relationship between accuracy of UE position and accuracy of channel information learned/trained by AI/ML model is strongly correlated. 

According to our preliminary simulation results in [4], positioning performances are improved significantly with the increase of number of path timings and RSRPPs as the input to the AI/ML model. To support model training for network side model, UE/TRP should be able to report more than 8 additional path timings and RSRPPs so that LMF can get more accurate UE location via AI/ML models. 

At least for data collection of Case 2b and Case 3b, support UE/TRP to report more than 8 additional path timings and RSRPPs.

A given channel path in time domain generally includes in-phase part and quadrature components, which have different channel features . However, the current RSRPP only includes the path power information of a channel path, which is a total power of in-phase and quadrature components of the channel path. As shown in [4], if the  model input includes both in-phase and quadrature components. The gain of positioning accuracy is obvious. Therefore, UE/TRP should report path phase of a channel path in addition to path power and path timing at least for model training.

At least for data collection of Case 2b and Case 3b, support UE/TRP to report path phase of a channel path in addition to path power and path timing.

In Rel-16, specification only defines single port for both positioning SRS and DL PRS. as traditional positioning methods highly rely on the angle and timing information which has no strong relationship about the spatial diversity between UE and TRP. As a consequence, single-port SRS/PRS leads to quite limited channel observations for model training. As we can see in [4], if AI model input includes channel observations from a two-port PRS, positioning accuracy is apparently improved with the same amount of training samples compared to single-port PRS. In our understanding, measurements on multi-port PRS not only increase the  channel observations between UE and TRP, but also maintain spatial consistency between neighbor UEs. In addition to that, another advantage is to reduce the efforts to collect training dataset in reality due to a variety of channel observations per UE location.

If AI model input includes channel observations from a two-port PRS, positioning accuracy is apparently improved with the same amount of training samples compared to single-port PRS.

Measurements on multi-port PRS not only increase representative channel observations between UE and TRP, but also maintain spatial consistency between neighbor UEs. In addition to that, another advantage is to reduce the efforts to collect training dataset in reality due to a variety of channel observations per UE location.

At least for data collection of Case 2b and Case 3b, study and support multi-port SRS/PRS in order to collect enriched channel observations.

Model inference
	Agreement in RAN1#111:
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.

Agreement in RAN1#111:
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement

Types of measurement as model inference input

new measurement

existing measurement

UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b

Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)

For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)

Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model

New and/or enhancement to existing assistance signaling

Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed


For AI/ML assisted positioning, it’s more appropriate to be implemented at UE/TRP side since the motivation is to increase reliability and accuracy of UE/TRP measurement based on a raw channel. Therefore, we should study whether some traditional measurements can use AI/ML techniques to improve its reliability. 

AI/ML assisted positioning is more appropriate to be implemented at UE/TRP side since the motivation is to increase reliability and accuracy of UE/TRP measurement based on a raw channel.

Generally, AI/ML assisted positioning has two steps: the first step is to get intermediate results via an AI model and second step is to calculate UE position either by another AI/ML model or a traditional algorithm. The intermediate result can be one of the measurements supported in current specification. However, one thing should be noted that not all current measurement types are suitable for being intermediate result of an AI model. At least for supervised learning, one important thing is that ground-truth labels should be accessible.  For example, the timing of first path can be easily measured by other high precision equipment. However, the timing of additional path is hard to be acquired with high confidence level. That is, if training an AI model has to rely on a non-reliable ground-truth labels, it cannot be expected that AI model can infer a more reliable intermediate result than the non-reliable ground-truth labels. 

At least for supervised learning, one important thing is that ground-truth labels should be accessible. If training an AI model has to rely on a non-reliable ground-truth labels, it cannot be expected that AI model can infer a more reliable intermediate result than the non-reliable ground-truth labels.
For AI/ML assisted positioning, intermediate results of AI/ML model should consider the accessibility to ground-truth labels. 

According to our preliminary evaluations as shown in [4], the intermediate DL-RSTD values derived by an AI/ML using CIR as model input. Then a classical algorithm based on the DL-RSTD values can achieve similar positioning performance as direct AI/ML positioning. It can work well even in heavy NLOS conditions.

In Rel-17, UE/TRP is enhanced to report LOS/NLOS indicator to LMF. However, it’s transparent to specification that how UE/TRP can get the LOS/NLOS indicator. It’s totally left up to UE/TRP implementation. In reality, the channel observations for LOS channel and NLOS channel could be different, e.g., coherence bandwidth of LOS channel is generally larger than NLOS channel, which leaves a door to use AI/ML model to extract different features between LOS channel and NLOS channel. As evaluation result shown in [4], AI/ML model can be beneficial for LOS/NLOS identification. The AI/ML model may have learned the most distinguishable features between LOS channel and NLOS channel.

As discussed above, the ground-truth labels for additional path is hard to get. However, DL PRS-RSRPP(s) for LOS path could be possible. In Rel-17, LMF can provide beam antenna information of a TRP to UE for UE based DL-AoD positioning method, which includes relative powers between DL-PRS Resources in a number of angles. If an angle corresponds to the LOS direction between TRP and UE, then relative powers between DL-PRS Resources are actually equal to relative RSRPP values for LOS path observed by UE. Therefore, the beam antenna information of a TRP can somehow be ground-truth labels for an AI/ML model whose output are DL PRS-RSRPP(s) for LOS path. By deploying the AI/ML model at UE side, the intermediate outputs are relative DL PRS-RSRPP values between DL-PRS Resources for first detected path in time. 

For AI/ML assisted positioning, at support following intermediate results as the model output:

DL-RSTD values for first detected path;

LOS/NLOS indicator;

DL PRS-RSRPP values for first detected path

For Case 2a and Case 3a, measurement report based on AI/ML assisted intermediate results may need to be studied. For example, as agreed in agenda item 9.2.4.1, an AI/ML model structure may be single-TRP construction or Multi-TRP construction. It’s natural to consider that UE may have to report all N sets of values corresponding to N TRPs under Multi-TRP construction. Even for single-TRP construction, take AI/ML assisted DL PRS-RSRPP as an instance, model input may include channel measurements from multiple PRS resources transmitted by the same TRP in order to get DL PRS-RSRPP values of the corresponding PRS resources. In other words, measurement report for AI/ML assisted positioning may depend on input and output types of the model.

	Agreement in RAN1#110b:

For AI/ML-assisted positioning, companies report which construction is applied in their evaluation:

Single-TRP construction: the input of the ML model is the channel measurement between the target UE and a single TRP, and the output of the ML model is for the same pair of UE and TRP. 

Multi-TRP construction: the input of the ML model contains N sets of channel measurements between the target UE and N (N>1) TRPs, and the output of the ML model contains N sets of values, one for each of the N TRPs.

Note: For a measurement (e.g., RSTD) which is a relative value between a given TRP and a reference TRP, the TRP in “single-TRP” and “multi-TRP” refers to the given TRP only. 

Note: For single-TRP construction, companies report whether they consider same model for all TRPs or N different models for TRPs


For AI/ML assisted positioning, study measurement report enhancement for AI/ML assisted intermediate results under both single TRP and Multi-TRP construction.

Model activation, deactivation, switching, and fallback operation

	Agreement in RAN1#110b:

Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement

Validity conditions, e.g., applicable area/[zone/] scenario/environment and time interval, etc.

Model capability, e.g., positioning accuracy quality and model inference latency

Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information

Note: other aspects are not precluded

Proposal 2-3c in RAN1#111:

Regarding AI/ML model indication for LCM, to study and provide inputs on potential specification impact at least for the following aspects for AI/ML based positioning accuracy enhancement
Whether and if so, how to indicate model at least for UE-side model (Case 1 and Case 2a)

Note 1: study is applicable to both functionality-based and model-ID-based LCM procedure
Information element(s) of potential model indication

model functionality or identifier

model validity condition, e.g., applicable target scenario/configuration

model required assistance

Other type of information is not precluded

Note 2: study includes the applicability of information element(s) to functionality-based and/or model-ID-based LCM procedure


In RAN1#110b and RAN1#111, we had some discussions on model indication. However, it’s still unclear to companies on what is the model indication. According to above citations, model indication seems to include all the following procedures as defined in agenda item 9.2.1.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE

Note: The process/method of model identification may or may not be applicable.

Note: Information regarding the AI/ML model may be shared during model identification.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE

Note: Information regarding the AI/ML functionality may be shared during functionality identification.

FFS: granularity of functionality


In addition, RAN1#111 had the following proposal during the discussion for model identification. In our understanding, it could be totally different for the two approaches regarding to the report of model capability and model validity condition.
	Consider the following two potential approaches for model identification for further discussion:

Approach 1: Information about the model being identified is provided from a non-3GPP entity or an organization to the NW. (RAN1 transparent)

Approach 2: Model identity along with information about the model is shared from the UE to the NW.


In our view, it’s not preferable to mix so many procedures in the same definition. Furthermore, even above terminologies have been defined in agenda item 9.2.1, it still needs further clarifications on the applicable conditions. For example, at least following questions require further progress in 9.2.1:

Model/functionality identification should include all collaboration levels and collaboration level z or only collaboration level y. 
Whether the validity condition of a model should be indicated during the model/functionality identification? 
Whether the validity condition of model should be indicated during the model activation/switching?
Whether model activation/switching should have additional assistance information or whether the indication based on a single model ID is enough?
Therefore, it’s better to postpone the discussion on model activation, deactivation, switching, and fallback operation until agenda item 9.2.1 has a clear framework of model/functionality identification.
Postpone the discussion on model activation, deactivation, switching, and fallback operation until agenda item 9.2.1 has a clear framework of model/functionality identification.
Conclusions

In this contribution, we provide our further views to the sub-use case selections and potential specification impacts. We have following observations and proposals:

For Case 1 and Case 2a, if model transfer/delivery is not considered, UE side may collect the training data through a specification-transparent way.

The current associated information to the DL PRS (e.g., TRP ID, TRP location, carrier frequency etc.) is already defined in TS 37.355. Additional association information is not necessary to be defined for UE side data collection.

Reuse on-demand PRS mechanisms defined in Rel-17 for PRS request of data collection by UE side.

For Case 3a, model training and model deployment are left up to network implementation. There is no specification impact on data collection.

At least for data collection of Case 2b and Case 3b, support UE/TRP to report more than 8 additional path timings and RSRPPs.

At least for data collection of Case 2b and Case 3b, support UE/TRP to report path phase of a channel path in addition to path power and path timing.

If AI model input includes channel observations from a two-port PRS, positioning accuracy is apparently improved with the same amount of training samples compared to single-port PRS.

Measurements on multi-port PRS not only increase the channel observations between UE and TRP but also maintain spatial consistency between neighbor UEs. In addition to that, another advantage is to reduce the efforts to collect training dataset in reality due to a variety of channel observations per UE location.

At least for data collection of Case 2b and Case 3b, study and support multi-port SRS/PRS in order to collect enriched channel observations.

AI/ML assisted positioning is more appropriate to be implemented at UE/TRP side since the motivation is to increase reliability and accuracy of UE/TRP measurement based on a raw channel.

At least for supervised learning, one important thing is that ground-truth labels should be accessible. If training an AI model has to rely on a non-reliable ground-truth labels, it cannot be expected that AI model can infer a more reliable intermediate result than the non-reliable ground-truth labels.
For AI/ML assisted positioning, intermediate results of AI/ML model should consider the accessibility to ground-truth labels. 

For AI/ML assisted positioning, at support following intermediate results as the model output:

DL-RSTD values for first detected path;

LOS/NLOS indicator;

DL PRS-RSRPP values for first detected path

For AI/ML assisted positioning, study measurement report enhancement for AI/ML assisted intermediate results under both single TRP and Multi-TRP construction.

Postpone the discussion on model activation, deactivation, switching, and fallback operation until agenda item 9.2.1 has a clear framework of model/functionality identification.
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