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1 Introduction
According to discussion in 3GPP RAN1#111 meeting [1], some progress has been made on evaluation methodology for CSI feedback enhancement. In this contribution, we provide our views on further details for evaluation methodology and share some evaluation results. In our companion contribution [2], potential specification impacts are discussed accordingly.
2 Generic issues on evaluation methodology
2.1 Throughput baseline
	· Questions in RAN1#110bis-e
Question: 
For the evaluation of CSI enhancements, do you think there is need to introduce an additional throughput baseline based on ideal CSI (e.g., ideal eigenvector), which is taken as an upper bound? E.g., the baseline of ideal CSI is used for
· Option 1: For calibration purpose
· Option 2: To be taken as the eventual KPI for AI/ML-based performance comparison


In RAN1#110bis-e, the above question was raised for introducing an upper bound for throughput baseline [3], and discussed in last two meetings [3][4], but there was no conclusion unfortunately. Since the legacy eType II approach shows average performance and differs from companies which is difficult to calibrate among companies, and the upper bound may not have too much difference, it could make cross checking on eventual KPIs (e.g. UPT, throughput) much easier. Therefore, it is necessary to evaluate the system performance, e.g. throughput, between AI approaches and the ideal eigenvector feedback. Furthermore, it is helpful to compare the AI performance with the ideal CSI feedback to know how much gain is left. Therefore, we propose additional throughput baseline based on ideal CSI (e.g., ideal eigenvector) at least for calibration purpose.
[bookmark: _Toc2456][bookmark: _Toc13701][bookmark: _Toc17629][bookmark: _Toc5966][bookmark: _Toc25081][bookmark: _Toc26590][bookmark: _Toc3648][bookmark: _Toc24678][bookmark: _Toc15126][bookmark: _Toc17934][bookmark: _Toc21090][bookmark: _Toc27544][bookmark: _Toc11608][bookmark: _Toc21322]Throughput baseline based on ideal CSI (e.g., ideal eigenvector) should be adopted as an additional throughput baseline at least for calibration purpose.
In the scenario of MU-MIMO, precoding can be refined by using approaches such as SLNR and zero-forcing to reduce inter UE interference. In such case, MCS estimation based on precoding is quite challenging at gNB side. As discussed in MIMO agenda (section 3.7) [5], more channel information (e.g. wideband Rxx including receiver side information, full rank report including eigenvectors and eigenvalues, etc) can increase system performance significantly. Due to sufficient channel information of UEs at gNB side, precoding for MU-MIMO is more accurate and interference between UEs is controlled effectively. To better analyze the problem, we propose to consider adopting additional baseline for comparison.
[bookmark: _Toc1860][bookmark: _Toc13072][bookmark: _Toc9088][bookmark: _Toc29103][bookmark: _Toc23301][bookmark: _Toc2806][bookmark: _Toc46][bookmark: _Toc12417][bookmark: _Toc26927][bookmark: _Toc19617][bookmark: _Toc9787][bookmark: _Toc21149][bookmark: _Toc28026][bookmark: _Toc5398][bookmark: _GoBack]Throughput baseline of non-AI/ML approaches with enhancements on CSI feedback (e.g. Wideband (WB) covariance matrix, full rank information) can be considered as an additional baseline for performance comparison.
3 Evaluation methodology on CSI compression in spatial and frequency domain
3.1 Model input and model output
	· Agreements in RAN1#109-e
Agreement:
For the evaluation of the AI/ML based CSI compression sub-use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
· Agreements in RAN1#110bis-e
Agreement:
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding matrix
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types


In RAN1#109-e meeting [6], AI/ML based CSI compression sub-use case was agreed. For ease of comparison, data type and data size of the training data as AI model input is encouraged to be discussed and aligned [7]. In our contribution proposed for RAN1#109-e [8], we provided the details of model input and output for rank=1. In this contribution, more details of rank>1 will be elaborated.
For rank>1, in our initial evaluation, we propose two cases to design AI/ML model to compress and recover the sub-band eigenvectors for CSI compression sub-use case. 
· Case 1: Layer common-A single model is applied to all layers and all ranks;
· Case 2: Rank specific models are trained and each model is applied to a specific rank.






For Case 1, we mix the sub-band eigenvectors of multiple layers from multiple UEs as training samples, so the total number of training samples is, where  denotes the layer number per training sample and  denotes the number of UEs. For model testing/inference, the input of AI model is a group of sub-band eigenvectors obtained from the same layer, which can be a three-dimensional tensor with a size of , where 2 denotes real part and imaginary part of each complex channel coefficient,  denotes the number of transmit antenna ports, and  denotes the number of sub-bands. Then, the output of AI model is recovered eigenvectors. Essentially, the AI input is still one layer of data and the model structure is the same as rank=1. The detailed AI/ML framework is shown in Figure 1(a). 
[image: ]
Figure 1(a) The input and output of AI/ML models for Case 1







For Case 2, we generate the sub-band eigenvectors for specific number of layers from multiple UEs as training samples, so the total number of training sample is , where  denotes the number of UE samples. For model testing/inference, the input of AI model is a group of sub-band eigenvectors obtained from  layers, which can be a three-dimensional tensor with a size of , where 2 denotes real part and imaginary part of each complex channel coefficient,  denotes the layer number,  denotes the number of transmit antenna ports, and  denotes the number of sub-bands. Finally, the output of AI model is recovered eigenvectors. Different from Case 1, the AI input is multiple layers of data and the model structure needs to be changed for different ranks. The detailed AI/ML framework is shown in Figure 1(b). 
[image: ]
Figure 1(b) The input and output of AI/ML models for Case 2 
[bookmark: _Toc12501][bookmark: _Toc20022]For rank>1, two cases of model input/output can be considered for intermediate KPIs and eventual performance evaluation.
· [bookmark: _Toc30304][bookmark: _Toc30893]Case 1: Layer common-A single model is applied to all layers and all ranks
· [bookmark: _Toc378][bookmark: _Toc28466]Case 2: Rank specific- Multiple models are trained and each model is applied to a specific rank
3.2 CSI training dataset and inference dataset separation
	· Questions in RAN1#110
Question:
For the evaluation of the AI/ML based CSI compression sub use cases, do you think there is a need to align the method to avoid correlation of samples between the training dataset and inference dataset?


In RAN1#110 meeting [9], the issue of CSI training dataset and inference dataset separation was raised for discussion, since inappropriate dataset separation for AI training/inference may cause an unconvincing conclusion. For example, if the training data and test data show a strong correlation, the model may show over-estimated performances. 
Considering dataset construction for training and inference, there are at least two methods can be applied. 
· Method 1: Training samples are generated for only one TTI from multiple drops, which brings abundant channel diversity across drops. 
· Method 2: Training samples are generated for multiple TTIs from the same drop (or a few drops), which may introduce strong time correlation across different TTIs of the same drop. 
Two different dataset construction types would have different performance gains, wherein AI model has real performance gains with Method 1, while over-estimated performance gains are obtained using Method 2. From our perspective, Method 1 can be adopted for better dataset separation, i.e. dataset should be generated in diverse drops rather than in diverse TTIs.
[bookmark: _Toc915]For CSI dataset construction, dataset should be generated in diverse drops rather than in diverse TTIs to ensure dataset diversity e.g., training samples are generated from various drops and only one TTI is used in a single drop.
3.3 CSI Payload size
	· Proposal in RAN1#110bis-e
Proposal 3.9.2:
For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the following two options are considered for further down-selection
· Option 1: Payload size is calculated based on the maximum rank.
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. FFS the following understandings
· Option 2a: The above-mentioned “CSI payload” is calculated as each CSI reported payload with a given rank
· Option 2b: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank


After discussion in last two meetings [3][4], the issue of CSI payload size still has no consensus. Option 1 worked well in legacy CSI evaluation for maximum payload size based on maximum rank with a given configured parameter combination, which is easy for companies to confirm the feedback overhead. For Option 2, it is preferable to study Option 2b, since Option 2a is too difficult to evaluate various payloads for different UEs in SLS According to our SLS results in sub-section 4.1-4.3, there is small performance differences between Option 1 and Option 2b due to the similar scheduling distribution of Rank 1/2 and Rank 3/4. Therefore, we propose to adopt Option 1 as baseline evaluation metric and Option 2b is up to companies to report.   
[bookmark: _Toc6294][bookmark: _Toc4496]For CSI payload size calculation, Option 1 is adopted as baseline evaluation metric and Option 2b is up to companies to report.     
4 Evaluation Results for CSI compression
We perform a preliminary simulation on spatial-frequency domain CSI compression sub-use case to evaluate the performance of AI models, and the Rel-16 eTypeII is also simulated as baseline. In SLS, we further compare the throughput between AI-based feedback and ideal CSI feedback to see how much performance margin that AI-based approach has in comparison with an upper bound, where ideal eigenvector feedback is used as ideal CSI feedback. For Rel-16 eTypeII, 8 parameter combinations are used, and wherein paramCombination 7 and paramCombination 8 are directly extended for Rank=3 and Rank=4. In order to fairly compare the SLS performance, AI-based approach has the same overhead as that of Rel-16 eTypeII, i.e., corresponding to the 8 parameter combinations. For SLS evaluation metric, two types (Option 1 and Option 2b as mentioned in Section 3.3) of overhead calculation are adopted, wherein Option 1 marked as Maximum overhead, and Option 2b is Weighted Avg. overhead. The detailed simulation assumptions are shown in Table 8-1. In addition, detailed AI model training parameters are listed in Table 8-2. The system-level channel data is generated from 3000 simulation drops and 210 UEs per simulation drop, which results in 630K samples in total. Then, the datasets are randomly divided into three parts which are training, validation, and testing datasets with 600K, 10K, and 20K samples respectively. In our evaluation, ideal sub-band eigenvectors are used as the input of AI models for training, validation and testing. The number of parameters for a model ranges from about 9M-11M, where the CSI generation part is about 4M-5M and the CSI reconstruction part is 5M-6M. In addition, the FLOPs of CSI generation part and CSI reconstruction part are approximately 25M-26M and 27M-29M, respectively.
4.1. Rank 1
In this section, we initially evaluate the intermediate KPIs, e.g. SGCS, between our AI approach and the Rel-16 eType II. The results are shown in Figure 2(a). According to the simulation results, the AI based CSI recovery shows 7%-8% SGCS gains over the Rel-16 eType II. In order to explore the eventual UPT performance of our AI model, the SLS is performed for the case of up to 4 layers MU scheduling under FTP3 traffic model with 70% RU and the simulation results are shown in Figure 2(b) for average UPT gain and Figure 2(c) for 5% tail UPT gain. Only less than 1% average UPT performance gain can be obtained since Rel-16 eTypeII can already achieve good performance in single layer scheduling, while 2% ~ 20% performance gain for 5% tail UPT can be obtained. 

[image: ]
Figure 2(a) Subband-level SGCS simulation results

[image: ]
  Figure 2(b) Average UPT gain with RU=70%

[image: ]
Figure 2(c) 5% tail UPT gain with RU=70%
[bookmark: _Toc15650][bookmark: _Toc7583][bookmark: _Toc18269][bookmark: _Toc31798][bookmark: _Toc28638][bookmark: _Toc19555][bookmark: _Toc23106][bookmark: _Toc32742][bookmark: _Toc3986][bookmark: _Toc3659][bookmark: _Toc18615][bookmark: _Toc29891]For Rank 1, AI-based CSI reconstruction completely outperforms the Rel-16 eType II in term of SGCS. With the same feedback overhead, AI-based CSI recovery can obtain 7%-8% SGCS gains. 
[bookmark: _Toc23807][bookmark: _Toc12245][bookmark: _Toc3933][bookmark: _Toc23512][bookmark: _Toc609][bookmark: _Toc10155][bookmark: _Toc25084][bookmark: _Toc8716][bookmark: _Toc22962][bookmark: _Toc17803][bookmark: _Toc25129][bookmark: _Toc25765]For Rank 1, AI-based CSI reconstruction achieves minor average UPT gain, where less than 1% average UPT gain is obtained over Rel-16 eTypeII with the same feedback overhead.
[bookmark: _Toc23430][bookmark: _Toc29860]For Rank 1, AI-based CSI reconstruction achieves 2% ~ 20% performance gain for 5% tail UPT.
[bookmark: _Toc8816][bookmark: _Toc10088]For Rank 1, the margin between AI-based CSI recovery and ideal CSI feedback is quite small for average UPT, as AI-based CSI reconstruction and Rel-16 eTypeII can already work well in single layer scheduling.
[bookmark: _Toc27384][bookmark: _Toc14948]For Rank 1, the margin between AI-based CSI recovery and ideal CSI feedback is 7% for 5% tail UPT.
4.2. Up to Rank 2
In this section, the intermediate and eventual simulation results for Rel-16 eTypeII and AI based CSI recovery are provided. Figure 3 illustrates the SGCS comparison between the AI model and Rel-16 Type II codebook for each layer under the rank=2 case. As can be seen, the 1st layer outperforms the 2nd layer in terms of SGCS, where the reason may be that the 1st layer contains less features compared to the 2nd layer. Moreover, AI outperforms Rel-16 Type II codebook in terms of SGCS for each layer, indicating higher accuracy of CSI recovery by AI. In addition, Case 1(layer common) generally shows better SGCS performance than Case 2(rank specific).
[image: ]
Figure 3 SGCS simulation results for each layer
[bookmark: _Toc23173][bookmark: _Toc563][bookmark: _Toc20449][bookmark: _Toc11873][bookmark: _Toc12163][bookmark: _Toc16206][bookmark: _Toc1172][bookmark: _Toc15054][bookmark: _Toc17756][bookmark: _Toc23183][bookmark: _Toc15913][bookmark: _Toc5778]For Rank 2, AI based CSI reconstruction with Case 1 method (layer common) shows performance gains in SGCS per layer over the Rel-16 eType II. 
[bookmark: _Toc29781][bookmark: _Toc28391][bookmark: _Toc5321][bookmark: _Toc13340][bookmark: _Toc17771][bookmark: _Toc26976][bookmark: _Toc19434][bookmark: _Toc19726][bookmark: _Toc27229][bookmark: _Toc22633][bookmark: _Toc11101][bookmark: _Toc12677]Case 1(layer common) achieves better performance than Case 2 (rank specific).
To evaluate the eventual performance of AI/ML approaches, we further evaluate average UPT versus feedback overhead and 5% tail UPT versus feedback overhead under up to 8 layers MU scheduling and FTP 3 traffic model with 50% and 70% resource utilization (RU). Regarding the SGCS performance between the two cases of AI models, Case1(layer common) AI model is adopted for the subsequent eventual throughput simulation. The simulation results with RU=50% are shown in Figure 4(a) ~ Figure 4(d), wherein Figure 4(a) for average UPT gain versus Maximum overhead, Figure 4(b) for 5% tail UPT gain versus Maximum overhead, Figure 4(c) for average UPT gain versus Weighted Avg. overhead, and Figure 4(d) for 5% tail UPT gain versus Weighted Avg. overhead.
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Figure 4(a) Average UPT gain                       Figure 4(b) 5% tail UPT gain
versus Maximum overhead with RU=50%              versus Maximum overhead with RU=50%
[image: ]  [image: ]
Figure 4(c) Average UPT gain                       Figure 4(d) 5% tail UPT gain
versus Weighted Avg. overhead with RU=50%              versus Weighted Avg. overhead with RU=50%
The simulation results with RU=70% are shown in Figure 4(e) ~ Figure 4(h), where Figure 4(e) is for average UPT gain versus Maximum overhead, Figure 4(f) is for 5% tail UPT gain versus Maximum overhead, Figure 4(g) is for average UPT gain versus Weighted Avg. overhead, and Figure 4(h) is for 5% tail UPT gain versus Weighted Avg. overhead.
[image: ] [image: ]
Figure 4(e) Average UPT gain                       Figure 4(f) 5% tail UPT gain
versus Maximum overhead with RU=70%              versus Maximum overhead with RU=70%
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Figure 4(g) Average UPT gain                       Figure 4(h) 5% tail UPT gain
versus Weighted Avg. overhead with RU=70%              versus Weighted Avg. overhead with RU=70%
[bookmark: _Toc23919][bookmark: _Toc28055][bookmark: _Toc5609][bookmark: _Toc28479][bookmark: _Toc23438][bookmark: _Toc10299][bookmark: _Toc32475][bookmark: _Toc5461][bookmark: _Toc26245][bookmark: _Toc28729][bookmark: _Toc11377][bookmark: _Toc15884]For up to Rank 2, with the same feedback overhead, AI based CSI reconstruction has about 4%-6% average UPT gain over the Rel-16 eType II under the case of 50% RU and 5%-8.5% average UPT gain can be obtained by AI based CSI recovery under the case of 70% RU.
[bookmark: _Toc6965][bookmark: _Toc15062][bookmark: _Toc14745][bookmark: _Toc14077][bookmark: _Toc12240][bookmark: _Toc31402][bookmark: _Toc6084][bookmark: _Toc27493][bookmark: _Toc22489][bookmark: _Toc8488][bookmark: _Toc3185][bookmark: _Toc25360]For up to Rank 2, with the same feedback overhead, AI based CSI reconstruction has about 10%-37% performance gain for 5% tail UPT over the Rel-16 eType II under the case of 50% RU and 10%-25% performance gain for 5% tail UPT can be obtained by AI based CSI recovery under the case of 70% RU.
[bookmark: _Toc13178][bookmark: _Toc29996][bookmark: _Toc11938][bookmark: _Toc22187][bookmark: _Toc2419][bookmark: _Toc32102][bookmark: _Toc17505][bookmark: _Toc3119][bookmark: _Toc24352][bookmark: _Toc9353][bookmark: _Toc4625][bookmark: _Toc15525]With regard to up to Rank 2, for average UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 6% under the case of 50% RU, and 11% under the case of 70% RU.
[bookmark: _Toc28628][bookmark: _Toc30520][bookmark: _Toc2841][bookmark: _Toc3686][bookmark: _Toc29814][bookmark: _Toc23185][bookmark: _Toc12810][bookmark: _Toc6855][bookmark: _Toc11503][bookmark: _Toc28588][bookmark: _Toc22040][bookmark: _Toc171]With regard to up to Rank 2, for 5% tail UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 30% under the case of 50% RU, and 42% under the case of 70% RU.
[bookmark: _Toc28853][bookmark: _Toc10300][bookmark: _Toc4253][bookmark: _Toc18415][bookmark: _Toc19139][bookmark: _Toc1359][bookmark: _Toc28758][bookmark: _Toc30522][bookmark: _Toc31819][bookmark: _Toc23059][bookmark: _Toc32178][bookmark: _Toc14090]The SGCS performance for AI/ML-based CSI compression presents positive correlation with the throughput performance for up to Rank 2.
[bookmark: _Toc25425][bookmark: _Toc16231][bookmark: _Toc805][bookmark: _Toc3125][bookmark: _Toc8070][bookmark: _Toc11106][bookmark: _Toc2916][bookmark: _Toc3770][bookmark: _Toc11746][bookmark: _Toc29782][bookmark: _Toc16268][bookmark: _Toc4766]AI/ML approaches show better average throughput performance with heavy traffic load for up to Rank 2.
[bookmark: _Toc25274][bookmark: _Toc10584][bookmark: _Toc711][bookmark: _Toc19030][bookmark: _Toc9128][bookmark: _Toc29300][bookmark: _Toc23785][bookmark: _Toc12256][bookmark: _Toc3170][bookmark: _Toc21900][bookmark: _Toc2702][bookmark: _Toc20570]For up to Rank 2, Maximum overhead shows similar performance compared with Weighted Avg. Overhead.
4.3. Up to Rank 4
In this section, the intermediate and eventual simulation results for Rel-16 eTypeII and AI based CSI recovery are provided. Figure 5 shows the comparison of SGCS between the AI model and Rel-16 Type II codebook for each layer under the case of rank=4. As can be seen, there are larger performance gains in the 3rd layer and the 4th layer than the 1st layer and the 2nd layer in terms of SGCS, where the reason may be that some feedback bits of layer 1/2 are sacrificed and distributed to layer 3/4 compared with eType II. However, AI still outperforms Rel-16 Type II codebook in terms of SGCS for each layer, indicating higher accuracy of CSI recovery by AI.  
[image: ]
Figure 5 SGCS for each layer for rank=4
[bookmark: _Toc3402][bookmark: _Toc1821][bookmark: _Toc28502][bookmark: _Toc32093][bookmark: _Toc1911][bookmark: _Toc13782][bookmark: _Toc17304][bookmark: _Toc29869][bookmark: _Toc8269][bookmark: _Toc23328][bookmark: _Toc20330][bookmark: _Toc20928]For Rank 4, AI-based CSI reconstruction shows performance gain in SGCS per layer over the Rel-16 eType II.
[bookmark: _Toc9358][bookmark: _Toc31240][bookmark: _Toc31282][bookmark: _Toc6212][bookmark: _Toc27768][bookmark: _Toc18971][bookmark: _Toc25090][bookmark: _Toc10858][bookmark: _Toc15295][bookmark: _Toc3344][bookmark: _Toc2949][bookmark: _Toc7965]For Rank 4, AI-based CSI reconstruction shows larger performance gains in Layer 3/4 than Layer 1/2 in terms of SGCS with the assumption of the same feedback overhead of each layer.
To evaluate the eventual performance of AI/ML approaches, we further evaluate average UPT versus feedback overhead and 5% tail UPT versus feedback overhead under up to 12 layers MU scheduling and FTP 3 traffic model with 50% and 70% resource utilization (RU). The simulation results with RU=50% are shown in Figure 6(a) ~ Figure 6(d), wherein Figure 6(a) for average UPT gain versus Maximum overhead, Figure 6(b) for 5% tail UPT gain versus Maximum overhead, Figure 6(c) for average UPT gain versus Weighted Avg. overhead, and Figure 6(d) for 5% tail UPT gain versus Weighted Avg. overhead.
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Figure 6(a) Average UPT gain                       Figure 6(b) 5% tail UPT gain
versus Maximum overhead with RU=50%              versus Maximum overhead with RU=50%
[image: ]  [image: ]
Figure 6(c) Average UPT gain                       Figure 6(d) 5% tail UPT gain
versus Weighted Avg. overhead with RU=50%              versus Weighted Avg. overhead with RU=50%
The simulation results with RU=70% are shown in Figure 6(e) ~ Figure 6(h), wherein Figure 6(e) for average UPT gain versus Maximum overhead, Figure 6(f) for 5% tail UPT gain versus Maximum overhead, Figure 6(g) for average UPT gain versus Weighted Avg. overhead, and Figure 6(h) for 5% tail UPT gain versus Weighted Avg. overhead.
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Figure 6(e) Average UPT gain                       Figure 6(f) 5% tail UPT gain
versus Maximum overhead with RU=70%              versus Maximum overhead with RU=70%
[image: ]  [image: ]
Figure 6(g) Average UPT gain                       Figure 6(h) 5% tail UPT gain
versus Weighted Avg. overhead with RU=70%              versus Weighted Avg. overhead with RU=70%
[bookmark: _Toc31451][bookmark: _Toc10048][bookmark: _Toc9817][bookmark: _Toc3924][bookmark: _Toc15279][bookmark: _Toc14872][bookmark: _Toc11072][bookmark: _Toc12075][bookmark: _Toc31664][bookmark: _Toc21681][bookmark: _Toc25016][bookmark: _Toc17718]For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 4%-13% average UPT gain over the Rel-16 eType II under the case of 50% RU and 6%-16% average UPT gain can be obtained by AI based CSI reconstruction under the case of 70% RU.
[bookmark: _Toc23839][bookmark: _Toc180][bookmark: _Toc16065][bookmark: _Toc25586][bookmark: _Toc22451][bookmark: _Toc25582][bookmark: _Toc2131][bookmark: _Toc16785][bookmark: _Toc17828][bookmark: _Toc7784][bookmark: _Toc5345][bookmark: _Toc16581]For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 7%-13% performance gain for 5% tail UPT over the Rel-16 eType II under the case of 50% RU and 13%-22% performance gain for 5% tail UPT can be obtained by AI-based CSI recovery under the case of 70% RU.
[bookmark: _Toc22832][bookmark: _Toc27708][bookmark: _Toc18239][bookmark: _Toc17404][bookmark: _Toc24321][bookmark: _Toc22674][bookmark: _Toc6711][bookmark: _Toc6381][bookmark: _Toc20297][bookmark: _Toc21323][bookmark: _Toc15532][bookmark: _Toc15483]With regard to up to Rank 4, for average UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 28% under the case of 50% RU, and 32% under the case of 70% RU.
[bookmark: _Toc2967][bookmark: _Toc30715][bookmark: _Toc20279][bookmark: _Toc316][bookmark: _Toc21899][bookmark: _Toc6622][bookmark: _Toc4835][bookmark: _Toc27586][bookmark: _Toc9993][bookmark: _Toc8049][bookmark: _Toc25795][bookmark: _Toc18628]With regard to up to Rank 4, for 5% tail UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 30% under the case of 50% RU, and 55% under the case of 70% RU.
[bookmark: _Toc2832][bookmark: _Toc16198][bookmark: _Toc25263][bookmark: _Toc14788][bookmark: _Toc10601][bookmark: _Toc28047][bookmark: _Toc23943][bookmark: _Toc5665][bookmark: _Toc5862][bookmark: _Toc7883][bookmark: _Toc19018][bookmark: _Toc2770]The SGCS performance for AI/ML-based CSI compression presents positive correlation with the throughput performance for up to Rank 4.
[bookmark: _Toc30166][bookmark: _Toc27951][bookmark: _Toc27197][bookmark: _Toc2003][bookmark: _Toc4192][bookmark: _Toc23802][bookmark: _Toc6579][bookmark: _Toc25284][bookmark: _Toc25748][bookmark: _Toc32435][bookmark: _Toc24630][bookmark: _Toc1914]AI/ML approaches show better throughput performance with heavy traffic load for up to Rank 4.
To evaluate the eventual performance of AI/ML approaches, we further evaluate average sector throughput versus feedback overhead and 5% tail UPT versus feedback overhead under up to 12 layers MU scheduling and full buffer traffic model. The simulation results are shown in Figure 7(a) ~ Figure 7(d), where Figure 7(a) for average sector throughput versus Maximum overhead, Figure 7(b) for 5% tail UPT gain versus Maximum overhead, Figure 7(c) for average sector throughput gain versus Weighted Avg. overhead, and Figure 7(d) for 5% tail UPT gain versus Weighted Avg. overhead.
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Figure 7(a) Average sector throughput gain                   Figure 7(b) 5% tail UPT gain
versus Maximum overhead                              versus Maximum overhead 
[image: ] [image: ]
Figure 7(c) Average sector throughput gain               Figure 7(d) 5% tail UPT gain
versus Weighted Avg. overhead                    versus Weighted Avg. overhead
[bookmark: _Toc23205][bookmark: _Toc9812][bookmark: _Toc21782][bookmark: _Toc2221][bookmark: _Toc29280][bookmark: _Toc29929][bookmark: _Toc2050][bookmark: _Toc4638][bookmark: _Toc19485][bookmark: _Toc18677][bookmark: _Toc14736][bookmark: _Toc30272] For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 9%-14% average sector throughput gains over the Rel-16 eType II under full buffer traffic.
[bookmark: _Toc8986][bookmark: _Toc28141][bookmark: _Toc8114][bookmark: _Toc2583][bookmark: _Toc1425][bookmark: _Toc12014][bookmark: _Toc6108][bookmark: _Toc4388][bookmark: _Toc9104][bookmark: _Toc17305][bookmark: _Toc1609][bookmark: _Toc21686]For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 4%-7% performance gain for 5% tail UPT over the Rel-16 eType II under full buffer traffic.
[bookmark: _Toc10107][bookmark: _Toc32675][bookmark: _Toc6296][bookmark: _Toc19464][bookmark: _Toc5034][bookmark: _Toc12987][bookmark: _Toc3118][bookmark: _Toc2434][bookmark: _Toc12593][bookmark: _Toc11294][bookmark: _Toc1033][bookmark: _Toc12388]With regard to up to Rank 4, for average sector throughput, the margin between AI-based CSI recovery and ideal CSI feedback is 22% under full buffer traffic.
[bookmark: _Toc13026][bookmark: _Toc210][bookmark: _Toc21611][bookmark: _Toc5266][bookmark: _Toc5618][bookmark: _Toc3780][bookmark: _Toc5870][bookmark: _Toc21944][bookmark: _Toc23300][bookmark: _Toc25200][bookmark: _Toc1637][bookmark: _Toc21203]With regard to up to Rank 4, for 5% tail UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 48% under full buffer traffic.
[bookmark: _Toc19157][bookmark: _Toc29649][bookmark: _Toc762][bookmark: _Toc11840][bookmark: _Toc2167][bookmark: _Toc22118][bookmark: _Toc8258][bookmark: _Toc208][bookmark: _Toc30736][bookmark: _Toc5725][bookmark: _Toc15886][bookmark: _Toc21925]With regard to up to Rank 4, Maximum overhead shows similar performance comparison to Weighted Avg. overhead.
[bookmark: _Toc32278][bookmark: _Toc13559][bookmark: _Toc25276][bookmark: _Toc11627][bookmark: _Toc31152][bookmark: _Toc25128][bookmark: _Toc13642][bookmark: _Toc13754][bookmark: _Toc23905][bookmark: _Toc5402][bookmark: _Toc27985][bookmark: _Toc10222][bookmark: _Toc9238][bookmark: _Toc12199]The case of rank>1 should be prioritized in future study.
4.4. Model generalization 
In this section, we provide some results for the evaluation of model generalization capability. 
Various deployment scenarios:
We simulate AI generalization for various deployment scenarios, where the following cases are considered.
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g., Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Case 4: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
Table 5-1 provides generalization performance in term of SGCS for scenarios of UMa, UMi, InH and mixed scenarios. The training dataset consists of 600K samples and the testing dataset consists of 20K samples for each generalization case. The mixed training dataset has two types, where the first type is Mixed type 1 with UMa:UMi=1:1, and the second type is Mixed type 2 with UMa:UMi:InH=1:1:1. For comparison, Table 4-1 also shows performance gains of baseline scheme (i.e., case 1). As shown in the Table 4-1, the generalization results of case 2 show large negative effect, where more than 0.02 performance loss exists in most testing scenarios. However, the generalization results of case 3 show marginal performance loss over baseline scheme, indicating that the mixed dataset is beneficial to model generalization.
Table 4-1 SGCS for various deployment scenarios
	Model training 
	Model testing
Overhead: total 644bits with each layer for 322bits
SGCS: Layer1/Layer2
SGCS gains: (Layer1/Layer2)

	
	UMa
	UMi
	InH

	UMa
	0.9218/0.8661
(0/0)
	0.9137/0.8560
(-0.0177/-0.0252)
	0.9339/0.9087
(-0.0165/-0.0222)

	UMi
	0.9226/0.8636
(0.0008/-0.0025)
	0.9314/0.8812
(0/0)
	0.9367/0.9084
(-0.0137/-0.0225)

	InH
	0.8706/0.7972
(-0.0512/-0.0689)
	0.8510/0.7685
(-0.0804/-0.1127)
	0.9504/0.9309
(0/0)

	Mixed type 1:
UMa:UMI=1:1
	0.9226/0.8668
(0.0008/0.0007)
	0.9228/0.8696
(-0.0086/-0.0116)
	0.9403/0.9155
(-0.0101/-0.0154)

	Mixed type 2:
UMa:UMI:InH=1:1:1
	0.9211/0.8652
(0.0007/-0.0009)
	0.9217/0.8691
(-0.0097/-0.0121)
	0.9609/0.9420
(0.0105/0.0111)


[bookmark: _Toc12997][bookmark: _Toc1909][bookmark: _Toc12719][bookmark: _Toc16263][bookmark: _Toc29892][bookmark: _Toc5994][bookmark: _Toc881][bookmark: _Toc26412][bookmark: _Toc16086][bookmark: _Toc19168][bookmark: _Toc11678][bookmark: _Toc27649]Case 3(AI model trained in mixed deployment scenarios) shows good generalization performance for various deployment scenarios.
[bookmark: _Toc7055][bookmark: _Toc27361][bookmark: _Toc10653][bookmark: _Toc24488][bookmark: _Toc867][bookmark: _Toc5409][bookmark: _Toc16024][bookmark: _Toc9871][bookmark: _Toc17006][bookmark: _Toc15243][bookmark: _Toc27327][bookmark: _Toc32713]The AI model trained in UMa/UMi scenario shows good generalization performance to InH dataset, while the AI model trained in InH scenario shows generalization degradation to UMa/UMi scenario.
According to the above observations, we further simulate the Case 4 that the AI/ML model trained based on training dataset from InH scenario is updated based on a fine-tuning dataset from UMa/UMi scenario and then the updated AI/ML model is tested on the dataset from UMa/UMi scenario. Table 4-2 provides corresponding generalization performance in term of SGCS. The training dataset consists of 600K samples, the testing dataset consists of 20K samples and the fine-tuning dataset comprises 10K and 50K samples. As shown in the Table 4-2, the generalization results of Case 4 show 1%-5% performance gain over Case 2, indicating that the fine-tuning dataset is beneficial to model generalization.
Table 4-2 SGCS for various deployment scenarios with fine-tuning
	Model training 
	Model testing
Overhead: total 644bits with each layer for 322bits
SGCS: Layer1/Layer2
SGCS gains: (Layer1/Layer2)

	
	UMa
	UMi

	UMa
	0.9218/0.8661
(0/0)
	N/A

	UMi
	N/A
	0.9314/0.8812
(0/0)

	InH
	0.8706/0.7972
(-0.0512/-0.0689)
	0.8510/0.7685
(-0.0804/-0.1127)

	InH with fine-tuning dataset from UMi/UMa under 10K and 50K samples
	10K: 0.8781/0.8054
(-0.0437/-0.0607)
50K: 0.8827/0.8121
(-0.0391/-0.054)
	10K: 0.8621/0.7815
(-0.0693/-0.0997)
50K: 0.8783/0.8075
(-0.0531/-0.0737)


[bookmark: _Toc1069][bookmark: _Toc970][bookmark: _Toc9489][bookmark: _Toc13262][bookmark: _Toc28708][bookmark: _Toc2222][bookmark: _Toc4607][bookmark: _Toc21414][bookmark: _Toc21575][bookmark: _Toc14791][bookmark: _Toc22134][bookmark: _Toc2177]The AI model trained in the scenario of InH and fine-tuned with the dataset from a UMa/UMi scenario shows 1%-5% SGCS performance gain over the AI model trained only in InH scenario and tested in UMa/UMi scenario.
[bookmark: _Toc8913][bookmark: _Toc21785][bookmark: _Toc23578][bookmark: _Toc27867][bookmark: _Toc14063][bookmark: _Toc24320][bookmark: _Toc22702][bookmark: _Toc23130][bookmark: _Toc3132][bookmark: _Toc21001][bookmark: _Toc12314][bookmark: _Toc8107]With the increased samples of fine-tuning dataset, the AI model shows better performance in testing scenario.   
Various configurations on bandwidth:
We simulate AI generalization for different datasets with bandwidths of 10MHz (52RBs) and 20MHz (104RBs). According to agreements made in previous meetings, 4RBs per sub-band for 10MHz and 8RBs per sub-band for 20MHz are adopted, so the AI input sizes keep the same for both datasets. Besides, two generalization cases are designed as follows and the results are shown in Figure 8. Compared with the cases of training and testing following the same bandwidth configuration, there is no obvious performance loss for both Case A and Case B.
· Case A: 10M dataset for training/validation and 20M dataset for testing
· Case B: 20M dataset for training/validation and 10M dataset for testing
[image: ]
Figure 8 AI generalization for different bandwidth configurations
[bookmark: _Toc27270][bookmark: _Toc22353][bookmark: _Toc6330][bookmark: _Toc31616][bookmark: _Toc7942][bookmark: _Toc5995][bookmark: _Toc24641][bookmark: _Toc16516][bookmark: _Toc4880][bookmark: _Toc15316][bookmark: _Toc27873][bookmark: _Toc12247]AI/ML approaches can achieve good generalization performance for the case that the training dataset and testing dataset are generated with different bandwidth configurations but with the same model input size.
Various configurations on antenna port number:
We also simulate AI generalization for various antenna port numbers, where three cases of generalization are considered. Table 4-3 provides generalization performance in term of SGCS for port numbers of 16, 32 and their mixed version. The training dataset consists of 600K samples and the testing dataset consists of 20K samples for each generalization operation. For comparison, Table 4-3 also shows performance gains of baseline scheme (i.e., case 1). In addition, the generalizations of case 2 have large performance degradation, where generalization performance reduces more than 0.05. However, the case 3 generally shows better generalization performance than case 2, where the SGCS performance loss is less than 0.02.
Table 4-3 SGCS for various antenna port number
	Model training 
	Model testing: Overhead: total 644bits with each layer for 322bits
SGCS: Layer1/Layer2
SGCS gains: (Layer1/Layer2)

	
	16 Ports (Zero padding to 32 ports)
	32 Ports


	16 Ports (Zero padding to 32 ports)
	0.9470/0.9047
(0/0)
	TBD

	32 Ports
	0.9151/0.8525
(-0.0319/-0.0522)

	0.9218/0.8661
(0/0)

	Mixed:
16 Ports (Zero padding to 32 ports):32 Ports = 1:1
	0.9553/0.9168
(0.0083/0.0121)
	0.9136/0.8534
(-0.0082/-0.0127)


[bookmark: _Toc4131][bookmark: _Toc16583][bookmark: _Toc2885][bookmark: _Toc23060][bookmark: _Toc25563][bookmark: _Toc12085][bookmark: _Toc10698][bookmark: _Toc19707][bookmark: _Toc25541][bookmark: _Toc9459][bookmark: _Toc23946][bookmark: _Toc21275]Case 3(AI model trained in mixed configurations of antenna port numbers) shows good generalization performance for various antenna port numbers.
[bookmark: _Toc19797][bookmark: _Toc25731][bookmark: _Toc18147][bookmark: _Toc22472][bookmark: _Toc19693][bookmark: _Toc23369][bookmark: _Toc30552][bookmark: _Toc7256][bookmark: _Toc20159][bookmark: _Toc17194][bookmark: _Toc27006][bookmark: _Toc10763]AI model trained in the configuration of 32 antenna ports would suffer from performance degradation in16 antenna ports when input data is zero padding from 16 antenna ports to 32 antenna ports.
Model generalization across layers:
[bookmark: _Toc27212][bookmark: _Toc27616][bookmark: _Toc27164][bookmark: _Toc9665][bookmark: _Toc23371][bookmark: _Toc25193][bookmark: _Toc26465][bookmark: _Toc14165][bookmark: _Toc9266][bookmark: _Toc14324]Model generalization across layers is simulated. Figure 9 shows performance in term of SGCS for the following cases:
· Case 1: eType II for different layers
· Case 2: Trained with data from all layers and tested for different layers
· Case 3: Trained with data from the first layer and tested for different layers
· Case 4: Trained with data from the first two layers and tested for different layers
The training dataset consists of 600K samples and the testing dataset consists of 20K samples for each generalization case. In Figure 9, black curves, red curves, blue curves, and cyan curves are for Layer 1-4, respectively. As shown in Figure 9, 
· Layer 1 SGCS in Case 2 to Case 4 have a slight difference, where the SGCS in Case 3 is the highest and the Layer 1 SGCS in Case 2 is the lowest among all Layer 1 SGCS in Case 2 to Case 4; 
· Layer 2 SGCS in Case 2 to Case 4 have a marginal performance gap, where the SGCS in Case 4 is the highest and the SGCS in Case 3 is the lowest among all Layer 2 SGCS in Case 2 to Case 4; 
· In addition, there are minor performance gaps in Layer 3 & Layer 4 SGCS in Case 2 to Case 4, where the SGCS in Case 2 is the highest and the SGCS in Case 3 is the lowest among all Layer 3 & Layer 4 SGCS in Case 2 to Case 4.
[image: ]
Figure 9 Model generalization across layers
[bookmark: _Toc11973]The AI/ML model shows a good generalization capability across layers in the following cases:
[bookmark: _Toc17411]Trained with data from all layers and tested for different layers
[bookmark: _Toc22053]Trained with data from the first layer and tested for different layers
[bookmark: _Toc17375]Trained with data from the first two layers and tested for different layers
4.5. Evaluation of the high-resolution quantization of the ground-truth CSI 
In RAN1#110b meeting [3], several high-resolution quantization methods were mentioned, e.g., Float32, Float16, R16 Type II-like method with new parameter combinations. In last meeting, several companies showed that R16 Type II-like method with new parameter combinations can achieve attractive performances with low overhead [10]-[13]. This section shares our evaluation for R16 Type II-like method with new parameter combinations, wherein two parameter combinations mentioned in [10] are used, and float32 format is used as an ideal performance baseline. For convenience, the two parameter combinations are respectively labeled eType-II PC9 and eType-II PC10, and the details are as following:
· eType-II PC9: L = 8, , , Reference amplitude = 8 bits, Differential amplitude = 4 bits, Phase = 6 bits
· eType-II PC10: L = 10, , , Reference amplitude = 8 bits, Differential amplitude = 4 bits, Phase = 6 bits
To achieve a higher resolution, the two parameter combinations of eType-II PC9 and eType-II PC10 have larger L values and larger  values than legacy eType-II PCs, to achieve a higher resolution. Table 4-4 shows the maximum overhead and SGCS for the ground-truth CSI quantization in eType-II PC8, eType-II PC9, eType-II PC10 and float32 for rank 2. The overheads of the eType-II PCs are compressed to only 1.2% to 3.8% compared to float32. Both two layer’s SGCS of eType II PC8 are below 0.9, both two layer’s SGCS of eType II PC10 above 0.9, and the first layer’s SGCS of eType II PC9 is above 0.9 with its second layer’s SGCS below 0.9. 
Table 4-4: Maximum overhead and SGCS for the ground-truth CSI quantization methods for Rank = 2
	
	eType II PC8
	eType II PC9
	eType II PC10
	float 32

	Maximum overhead (bits) 
	635(1.2%)
	1358(2.5%)
	2011(3.8%)
	53248(100%)

	SGCS
	0.8792/0.8037 
	0.9334 /0.8852
	0.9561 /0.9249
	/


Table 4-5 shows SGCS performance for models trained on data in different quantization methods, where the test data applies float32 format. Compared to float 32 format, the maximum loss of the SGCS for model trained on eType II PC8, eType II PC9 and eType II PC10 are about 0.05, 0.02 and 0.004 respectively
Tabel 4-5: SGCS for output of model trained on quantized dataset
	Feedback Overhead(bit)
	model trained on eType II PC8 dataset
	model trained on eType II PC9 dataset
	model trained on eType II PC10 dataset
	model trained on float32 dataset

	120 bits
	0.6870/0.5538
	0.7025/0.5842
	0.7157//0.5866
	0.7191/0.5886

	644 bits
	0.8711/0.7951
	0.9083/0.8458
	0.9182/0.8603
	0.9218/0.8661


[bookmark: _Toc31458][bookmark: _Toc322][bookmark: _Toc21071][bookmark: _Toc2580][bookmark: _Toc17683][bookmark: _Toc15753][bookmark: _Toc27461][bookmark: _Toc16608][bookmark: _Toc2840][bookmark: _Toc18658][bookmark: _Toc31164][bookmark: _Toc28962]The R16 Type II method with larger L values and larger  values than legacy eType-II PCs has the possibility to achieve high resolution quantization with low overhead.
[bookmark: _Toc19960][bookmark: _Toc21209]New parameters combinations for enhanced R16 Type II method should be supported to achieve high resolution CSI with acceptable overhead for ground-truth CSI collection.
4.6. Evaluation of CQI determination
CQI determination was raised and discussed in last two meetings [14] [15], and some CQI determination methods were mentioned as following. 
	Proposal 3-3-3: 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on target CSI with realistic channel measurement  
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated


To facilitate discussion, we propose the following categorization for different CQI determination options:
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1 Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2 Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
We have provided our analysis on pros and cons for different cases in our companion contribution [2]. In this contribution, the performance of Case 1a, Case 2a, Case 2b-1 and Case 2b-2 for CQI determination are evaluated with SLS. In the simulation, for Case2b-1, CQI is calculated based on target CSI with realistic channel measurement and adjustment, where CQI compensation is calculated at the UE side with a previous recovery CSI indicated by Network. In addition, for Case 2b-2, more details can be found in our companion contribution [2]. In Figure 10, the performances on the different CQI determination options compared to eType-II scheme and Ideal CSI scheme are shown, where average sector throughput gain is shown in Figure 10(a) and 5% tail UE throughput gain is shown in Figure 10(b). With regard to average sector throughput gain, Case 1a, Case 2b-1 and Case 2b-2 have similar performance, and these three cases are obviously higher than Case 2a and eType-II scheme; Case 2a with low feedback overhead has worse performance than eType-II scheme, and Case 2a with high feedback overhead has better performance than eType-II scheme. For 5% tail UE throughput gain, the performance increases according to the sequence of Case 2a, eType-II scheme, Case 2b-2, Case 2b-1, and Case 1b, where the performance of Case 2a is 6% - 15% lower than that of eType-II scheme.
[image: ]
Figure 10(a) Average sector throughput gain
[image: ]
Figure 10(b) 5% tail UPT gain
However, for Case 1b, it is an issue that CSI reconstruction model is not available at the UE. For Case 2b-1, indicating recovery CSI to UE will increase the complexity of exploring the specification, since there is no existed framework to support it. For Case 2b-2, the working mode is similar as model monitoring as we discussed in [2] and section 4.7. Therefore, for further study on CQI determination, the practical deployments should be considered for various methods.
[bookmark: _Toc22590]Further study different CQI determination methods based on the following categorization:
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1 Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2 Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
[bookmark: _Toc7319]With regard to average sector throughput gain, Case 1a, Case 2b-1 and Case 2b-2 have similar performance, and these three cases are obviously higher than Case 2a and eType-II scheme; Case 2a with low feedback overhead has worse performance than eType-II scheme, and Case 2a with high feedback overhead has better performance than eType-II scheme. 
[bookmark: _Toc23178]For 5% tail UE throughput gain, the performance increases according to the sequence of Case 2a, eType-II scheme, Case 2b-2, Case 2b-1, and Case 1b, where the performance of Case 2a is 6% - 15% lower than that of eType-II scheme.
4.7. Evaluation of model performance monitoring
Model performance monitoring was discussed in last two meetings, several monitoring methods were mentioned [14]-[15], and the issue of evaluating these monitoring methods was raised in last meeting [4]. In evaluation, performance, complexity, overhead, latency of methods should be considered, where performance evaluation is considered to be the main challenge in all factors. Consider that companies have different views on how to evaluate model monitoring based on data distribution and eventual KPIs. Therefore, intermediate KPI (such as SGCS) based monitoring can be a starting point of evaluation for model performance monitoring.
[bookmark: _Toc1266]Intermediate KPI based monitoring can be a starting point for evaluation on model performance monitoring.
Case 1: Model performance monitoring performed at UE side
As shown in Figure 11, CSI generation part has two outputs. The first one is feedback part, which is used for model input of CSI reconstruction model. The second output (i.e., monitored CSI/output) is for model monitoring. As shown in the Figure 11, the monitored output data is trained to imitate reconstruction model output as much as possible via knowledge distillation technology [16]. By doing this, UE can monitor the loss2 to check the situation of loss1. 
 [image: ]
Figure 11 SGCS calculated by UE based on CSI generation model for model performance monitoring
AI model performance is considered invalid when the SGCS between the reconstructed CSI and the target CSI is less than a threshold, otherwise valid. In this method, UE calculates the SGCS between the monitored CSI and the target CSI. AI model performance is invalid when the SGCS between the monitored CSI and the target CSI is less than the threshold, otherwise valid. False detections are observed since UE only relies on monitored CSI to do the model monitoring. As be shown from Table 4-6-1, for the SGCS thresholds of 0.7 and 0.8, the monitoring accuracy is higher than 96%.
Table 4-6-1: Performance of model performance monitoring at UE side
	Threshold
	Monitoring Accuracy

	0.7
	98.22%

	0.8
	96.11%


[bookmark: _Toc30673]For model performance monitoring at UE side, monitored CSI can be used as reconstruction output at UE to achieve a good monitoring accuracy.
Case 2: Model performance monitoring at NW side
As shown in Figure 12, due to the fact that network cannot directly obtain the ground-truth label to calculate the monitoring metrics, UE should report ground-truth CSI to for network to calculate the monitoring metrics.
[image: ]
Figure 12 SGCS calculated by NW based on reference CSI and CSI reconstruction model output for model performance monitoring
AI model performance is considered invalid when the SGCS between the reconstructed CSI and the target CSI is less than a threshold, otherwise valid. With the model monitoring method, UE reports a reference CSI, and gNB calculates the SGCS between the reconstructed CSI and the reference CSI. gNB determines AI model performance is invalid when the SGCS between the reconstructed CSI and the reference CSI is less than the threshold, otherwise valid. Sometimes wrong determination will occur.
In this evaluation, the feedback overhead of monitored CSI is equal to that of eType-II PC8, the mean SGCS of monitored CSI is 0.9218, and the CSI of eType-II PC8 and the CSI of eType-II PC10 are used as the reference CSI respectively. Thresholds of 0.7 and 0.8 are used respectively. For convenience, the details of eType-II PC10 in Section 4.5 are followed:
· eType-II PC10: L = 10, , , Reference amplitude = 8 bits, Differential amplitude = 4 bits, Phase = 6 bits
Table 4-6-2 shows the evaluation result for Rank 1 in terms of monitoring accuracy. As be shown from Table 4-6, under a high feedback overhead of AI model, for the SGCS threshold of 0.8, with the reference CSI of eType-II PC8, the monitoring accuracy is lower than 90%, while for others the monitoring accuracy is higher than 95%.
Table 4-6-2: Performance of model performance monitoring methods with different reference CSIs
	Reference CSI: eType-II PC8

	Threshold
	Monitoring Accuracy

	0.7
	96.63%

	0.8
	88.31%

	eType-II PC10

	Threshold
	Monitoring Accuracy

	0.7
	99.32%

	0.8
	97.61%



[bookmark: _Toc11868]For model performance monitoring at NW side, eType II CSI with new parameter combination can be used as ground-truth CSI at NW to achieve a good monitoring accuracy.
[bookmark: _Toc12544]For model performance monitoring, the following two cases can be considered.
[bookmark: _Toc17438]Case 1: Model performance monitoring at UE side
[bookmark: _Toc12951]Case 2: Model performance monitoring at NW side
4.8. Performance evaluation for Type 3 sequential training
Performance for Type 3 sequential training is evaluated in this section, where both NW-first training and UE-first training are considered. 
· For NW-first training, the output of network side CSI generation part is shared from network to UE to train UE side CSI generation part. Two cases are considered: the output is shared before quantization in first case; the output is shared after quantization in second case.
· For NW-first training, the input of UE side CSI reconstruction part is shared from UE to network to train network side CSI generation part. Two cases are considered: the input is shared before quantization in first case; the input is shared after quantization in second case.
· For both NW-first training and UE-first training, NW and UE use the same model structure, where transformer structure is used. In addition, quantization aware training is used to update vector quantization codebook. When the model training is finished, the final quantization codebook is applied for inference phase.
For comparison, eType II and Type 1 training are used as baselines. For the scheme of AI with Type 1 training, NW and UE use the same transformer model structure, quantization aware training works with vector quantization codebook being updated in together with the AI/ML models during the training phase, and when training is finished, the final quantization codebook is applied for the inference phase.
Table 4-7 shows the performance of SGCS for various cases, wherein the feedback overhead is equal to eType II PC8. For both Type 3 training with NW-first and Type 3 training with UE-first, two cases have similar performance. Type 3 training with NW-first has nearly the same performance as Type 1 training, while Type 3 training with UE-first has a slightly lower performance than Type 1 training.
Table 4-7: SGCS for eType II, AI schemes of Type 1 training and Type 3 training
	scheme
	SGCS (Layer 1/Layer 2)

	eType II
	0.8792/0.8037

	Type 1 training
	0.9241/0.8682

	Type 3 training with NW-first
	the output is shared before quantization
	0.9242/0.8685

	
	the output is shared after quantization
	0.9253/0.8691

	Type 3 training with UE-first
	the input is shared before quantization
	0.9133/0.8527

	
	the input is shared after quantization
	0.9147/0.8539



[bookmark: _Toc18755]For Type 3 training with NW-first, the scheme with the shared output before quantization has similar performance to the scheme with the shared output after quantization. For Type 3 training with UE-first, the scheme with the shared input before quantization has similar performance to the scheme with the shared input after quantization. 
[bookmark: _Toc5567]For both Type 3 training with NW-first and Type 3 training with UE-first, two cases have similar performance. Type 3 training with NW-first has nearly the same performance as Type 1 training, while Type 3 training with UE-first has a slightly lower performance than Type 1 training.
5 Preliminary Evaluation Results for CSI Prediction
As agreed in previous meetings, the evaluation assumptions in Rel-18 MIMO CSI prediction have been reused. And in last meeting [1], a working assumption on the benchmark of CSI prediction scheme for performance comparison was drawn as following.
	· Working AssumptionAgreements in RAN1#111
Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction



It’s believed that it’s easy to align assumption on the nearest historical CSI w/o prediction approach. However, it is difficult for non-AI/ML based CSI prediction approach as companies may use different algorithms (e.g., Wiener filter, Kalman filter, etc.). To avoid over-estimating AI based time domain prediction, the enhancements made in Rel-18 MIMO should be considered. However, the codebook design in Rel-18 is not yet complete. Therefore, we prefer to assume Rel-16 codebook is used to report future time instances for non-AI/ML based CSI prediction and AI/ML based CSI prediction.
[bookmark: _Toc17631]For non-AI/ML based CSI prediction and AI/ML based CSI prediction, Rel-16 codebook is used to report predicated CSIs in evaluations.
We perform a preliminary simulation on the sub-use case of CSI prediction to evaluate the performance of AI models. In addition, the nearest historical CSI and a non-AI approach (i.e., Wiener filtering) are adopted for performance comparison. For AI/ML model, detailed training parameters are listed in Table 8-3. The channel data is divided into three parts which are training, validation, and testing datasets with 80K, 2K and 2K samples respectively. In our evaluation, historical channel measurements (i.e., raw channel in time domain) are used as the input of AI models for training, validation and testing. During the training process, to avoid high AI model complexity, the model input only includes 8 PRBs from a sub-band in frequency domain. The parameter number of our AI/ML model is about 14.3K. In addition, the FLOPs of prediction in a future occasion are 3.9M.
[bookmark: _Toc13656]Further study how to reduce the model complexity for AI based CSI predication, e.g., reduce the input data size in frequency domain.
5.1 Performance comparison with non-AI approach
In this section, we initially evaluate the intermediate KPIs, e.g. NMSE and SGCS, between our AI approach and the non-AI baselines. To be mentioned, the SGCS are calculated between ideal CSI and model output without quantization. We simulate both 4 historical CSIs and 10 historical CSIs as the inputs of AI model to predict 3 CSIs in future occasions, respectively. The results are shown in Table 5-1 and Table 5-2. According to the simulation results, both AI-based CSI prediction and Wiener filtering-based CSI prediction can completely outperform the nearest historical CSI. However, Wiener filtering-based non-AI CSI prediction shows competitive performance compared with the AI-based approach. This may be due to the simple channel model used for time prediction so that channel variation is only caused by Doppler shift but the large-scale and small-scale parameters are almost static in the measurement window and prediction window. Thus, non-AI/ML based CSI prediction approach can already work well in such assumptions. We may need to justify the scenarios that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced decorrelation distance, high UE speed, low LOS probability.
Table 5-1 CSI prediction based on 4 historical CSIs
	Predicted time
	P=1 (+5ms)
	P=2 (+10ms)
	P=3 (+15ms)

	Method
	AI
	Wiener filtering 
	Nearest historical CSI
	AI
	Wiener filtering
	Nearest historical CSI
	AI
	Wiener filtering 
	Nearest historical CSI

	SGCS
	0.952
	0.944
	0.780
	0.800
	0.787
	0.727
	0.762
	0.716
	0.709


Table 5-2 CSI prediction based on 10 historical CSIs
	Predicted time
	P=1 (+5ms)
	P=2 (+10ms)
	P=3 (+15ms)

	Method
	AI
	Wiener filtering 
	Nearest historical CSI
	AI
	Wiener filtering
	Nearest historical CSI
	AI
	Wiener filtering 
	Nearest historical CSI

	SGCS
	0.989
	0.992
	0.782
	0.906
	0.924
	0.731
	0.806
	0.829
	0.711


[bookmark: _Toc17795]Both AI-based CSI prediction and Wiener filtering-based CSI prediction can completely outperform the nearest historical CSI. Moreover, Wiener filtering-based non-AI CSI prediction shows even better performance than the AI-based approach when enough historical CSIs are applied. 
[bookmark: _Toc12156]The prediction accuracy of AI-based approach and Wiener filtering-based approach drops seriously when the predicted time becomes longer due to the channel aging. However, AI-based CSI prediction can maintain the performance for a longer time than Wiener filtering-based CSI prediction.
[bookmark: _Toc27823]Further evaluate various scenarios to justify that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced length of measurement window, reduced decorrelation distance, high UE speed, low LOS probability.
[bookmark: _Toc28761]The progress of Rel-18 MIMO item should be tracked carefully. 
For UE side prediction, UE is assumed to report predicted CSI based on the eTypeII quantization. Table 5-3 shows the SGCS between ideal CSI and predicted CSI after eType II quantization. From the table, AI/ML based CSI prediction and Wiener filtering-based non-AI CSI prediction have similar SGCS performance, where both the methods completely outperform the CSI predication based on the nearest historical CSI.


Table 5-3 SGCS of CSI prediction after eTypeII quantization
	
	CSI prediction based on 4 historical CSIs
	CSI prediction based on 10 historical CSIs

	Method
	AI
	Wiener filtering 
	Nearest historical CSI
	AI
	Wiener filtering
	Nearest historical CSI

	SGCS
	0.8486
	0.8439
	0.7595
	0.8778
	0.8774
	0.7621


[bookmark: _Toc6902][bookmark: _Toc14633][bookmark: _Toc2251]After eTypeII quantization on the predicated CSI, AI/ML based CSI prediction and Wiener filtering-based non-AI CSI prediction have similar SGCS performances, where both the methods completely outperform the CSI predication based on the nearest historical CSI.
5.2 Diverse historical CSI samples for AI CSI prediction
In order to evaluate the performance influenced by the length of observation window, we set diverse samples of historical CSIs as AI model inputs. The simulation results are shown in Table 5-4. According to the simulation results, the prediction accuracy of AI-based approach and Wiener filtering-based approach improves with the increased number of historical CSIs as model input while AI-based CSI prediction shows less or even no performance gain over Wiener filtering-based algorithm with the increased number of input historical CSIs.
Table 5-4 CSI prediction based on diverse samples of historical CSIs
	Historical samples
	T=3
	T=4
	T=6
	T=8
	

	Method
	AI
	Wiener filtering 
	AI
	Wiener filtering 
	AI
	Wiener filtering 
	AI
	Wiener filtering 
	Nearest historical CSI

	SGCS
	0.926
	0.820
	0.952
	0.944
	0.979
	0.988
	0.985
	0.996
	0.780


[bookmark: _Toc23751]The prediction accuracy of both AI-based approach and Wiener filtering-based approach improve with the increased number of historical CSIs as input and presents certain positive correlation with the number of input historical CSIs.
[bookmark: _Toc18757]AI-based CSI prediction shows less or even no performance gain over Wiener filtering-based algorithm with the increased number of historical CSIs in model input.    
[bookmark: _Toc23677]Various lengths of observation window and prediction window should be evaluated to have a fair comparison between AI-based CSI prediction and non-AI based CSI prediction 
5.3 Diverse input CSI types for AI CSI prediction
In order to evaluate the performance influenced by the diverse input types, we adopt the samples of historical sub-band eigenvectors as input. For AI/ML model, detailed training parameters are listed in Table 8-4. The parameter number of our AI/ML model is about 16.03K. In addition, the FLOPs of prediction in a future occasion are 1.21M. The simulation results are shown in Table 5-5. According to the simulation results, the prediction accuracy of AI-based approach outperforms non-AI approaches when eigenvectors are adopted as model input. However, the performance drops dramatically compared with the evaluation results shown in Table 5-2, which may owe to that spatial/time/frequency consistency cannot be maintained during pre-processing on raw channels to get corresponding eigenvectors.   

Table 5-5 CSI prediction based on 10 historical sub-band eigenvectors
	Predicted time
	P=1 (+5ms)
	P=2 (+10ms)
	P=3 (+15ms)

	Method
	AI
	Wiener filtering 
	Nearest historical CSI
	AI
	Wiener filtering
	Nearest historical CSI
	AI
	Wiener filtering 
	Nearest historical CSI

	SGCS
	0.8444
	0.8041
	0.7993
	0.7676
	0.7340
	0.7494
	0.7460
	0.6994
	0.7310


[bookmark: _Toc29163]The prediction accuracy of AI-based approach outperforms non-AI approaches when sub-band eigenvectors are adopted as model input. 
[bookmark: _Toc25033]The performance of eigenvector prediction for AI-based approach drops dramatically compared with the input of raw channel, and AI-based approach shows marginal performance gain over non-AI algorithms.
[bookmark: _Toc5657]Further study the input and output types for the sub-use case of AI/ML based CSI prediction.  
6 Conclusion
In this contribution, we discuss the evaluations on AI/ML for CSI feedback enhancement, and provide preliminary simulation results. We have the following observations and proposals.
Proposal 1: Throughput baseline based on ideal CSI (e.g., ideal eigenvector) should be adopted as an additional throughput baseline at least for calibration purpose.
Proposal 2: Throughput baseline of non-AI/ML approaches with enhancements on CSI feedback(e.g. Wideband (WB) covariance matrix, full rank information) can be considered as an additional baseline for performance comparison.
Proposal 3: For rank>1, two cases of model input/output can be considered for intermediate KPIs and eventual performance evaluation.
 Case 1: Layer common-A single model is applied to all layers and all ranks
 Case 2: Rank specific- Multiple models are trained and each model is applied to a specific rank
Proposal 4: For CSI dataset construction, dataset should be generated in diverse drops rather than in diverse TTIs to ensure dataset diversity e.g., training samples are generated from various drops and only one TTI is used in a single drop.
Proposal 5: For CSI payload size calculation, Option 1 is adopted as baseline evaluation metric and Option 2b is up to companies to report.
Proposal 6: The case of rank>1 should be prioritized in future study.
Proposal 7: New parameters combinations for enhanced R16 Type II method should be supported to achieve high resolution CSI with acceptable overhead for ground-truth CSI collection.
Proposal 8: Further study different CQI determination methods based on the following categorization:
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1 Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2 Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
Proposal 9: Intermediate KPI based monitoring can be a starting point for evaluation on model performance monitoring.
Proposal 10: For model performance monitoring at NW side, eType II CSI with new parameter combination can be used as ground-truth CSI at NW to achieve a good monitoring accuracy.
Proposal 11: For model performance monitoring, the following two cases can be considered.
 Case 1: Model performance monitoring at UE side
 Case 2: Model performance monitoring at NW side
Proposal 12: For non-AI/ML based CSI prediction and AI/ML based CSI prediction, Rel-16 codebook is used to report predicated CSIs in evaluations.
Proposal 13: Further study how to reduce the model complexity for AI based CSI predication, e.g., reduce the input data size in frequency domain.
Proposal 14: Further evaluate various scenarios to justify that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced length of measurement window, reduced decorrelation distance, high UE speed, low LOS probability.
Proposal 15: The progress of Rel-18 MIMO item should be tracked carefully.
Proposal 16: Various lengths of observation window and prediction window should be evaluated to have a fair comparison between AI-based CSI prediction and non-AI based CSI prediction.
Proposal 17: Further study the input and output types for the sub-use case of AI/ML based CSI prediction.

Observation 1: For Rank 1, AI-based CSI reconstruction completely outperforms the Rel-16 eType II in term of SGCS. With the same feedback overhead, AI-based CSI recovery can obtain 7%-8% SGCS gains.
Observation 2: For Rank 1, AI-based CSI reconstruction achieves minor average UPT gain, where less than 1% average UPT gain is obtained over Rel-16 eTypeII with the same feedback overhead.
Observation 3: For Rank 1, AI-based CSI reconstruction achieves 2% ~ 20% performance gain for 5% tail UPT.
Observation 4: For Rank 1, the margin between AI-based CSI recovery and ideal CSI feedback is quite small for average UPT, as AI-based CSI reconstruction and Rel-16 eTypeII can already work well in single layer scheduling.
Observation 5: For Rank 1, the margin between AI-based CSI recovery and ideal CSI feedback is 7% for 5% tail UPT.
Observation 6: For Rank 2, AI based CSI reconstruction with Case 1 method (layer common) shows performance gains in SGCS per layer over the Rel-16 eType II.
Observation 7: Case 1(layer common) achieves better performance than Case 2 (rank specific).
Observation 8: For up to Rank 2, with the same feedback overhead, AI based CSI reconstruction has about 4%-6% average UPT gain over the Rel-16 eType II under the case of 50% RU and 5%-8.5% average UPT gain can be obtained by AI based CSI recovery under the case of 70% RU.
Observation 9: For up to Rank 2, with the same feedback overhead, AI based CSI reconstruction has about 10%-37% performance gain for 5% tail UPT over the Rel-16 eType II under the case of 50% RU and 10%-25% performance gain for 5% tail UPT can be obtained by AI based CSI recovery under the case of 70% RU.
Observation 10: With regard to up to Rank 2, for average UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 6% under the case of 50% RU, and 11% under the case of 70% RU.
Observation 11: With regard to up to Rank 2, for 5% tail UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 30% under the case of 50% RU, and 42% under the case of 70% RU.
Observation 12: The SGCS performance for AI/ML-based CSI compression presents positive correlation with the throughput performance for up to Rank 2.
Observation 13: AI/ML approaches show better average throughput performance with heavy traffic load for up to Rank 2.
Observation 14: For up to Rank 2, Maximum overhead shows similar performance compared with Weighted Avg. Overhead.
Observation 15: For Rank 4, AI-based CSI reconstruction shows performance gain in SGCS per layer over the Rel-16 eType II.
Observation 16: For Rank 4, AI-based CSI reconstruction shows larger performance gains in Layer 3/4 than Layer 1/2 in terms of SGCS with the assumption of the same feedback overhead of each layer.
Observation 17: For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 4%-13% average UPT gain over the Rel-16 eType II under the case of 50% RU and 6%-16% average UPT gain can be obtained by AI based CSI reconstruction under the case of 70% RU.
Observation 18: For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 7%-13% performance gain for 5% tail UPT over the Rel-16 eType II under the case of 50% RU and 13%-22% performance gain for 5% tail UPT can be obtained by AI-based CSI recovery under the case of 70% RU.
Observation 19: With regard to up to Rank 4, for average UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 28% under the case of 50% RU, and 32% under the case of 70% RU.
Observation 20: With regard to up to Rank 4, for 5% tail UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 30% under the case of 50% RU, and 55% under the case of 70% RU.
Observation 21: The SGCS performance for AI/ML-based CSI compression presents positive correlation with the throughput performance for up to Rank 4.
Observation 22: AI/ML approaches show better throughput performance with heavy traffic load for up to Rank 4.
Observation 23: For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 9%-14% average sector throughput gains over the Rel-16 eType II under full buffer traffic.
Observation 24: For up to Rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 4%-7% performance gain for 5% tail UPT over the Rel-16 eType II under full buffer traffic.
Observation 25: With regard to up to Rank 4, for average sector throughput, the margin between AI-based CSI recovery and ideal CSI feedback is 22% under full buffer traffic.
Observation 26: With regard to up to Rank 4, for 5% tail UPT, the margin between AI-based CSI recovery and ideal CSI feedback is 48% under full buffer traffic.
Observation 27: With regard to up to Rank 4, Maximum overhead shows similar performance comparison to Weighted Avg. overhead.
Observation 28: Case 3(AI model trained in mixed deployment scenarios) shows good generalization performance for various deployment scenarios.
Observation 29: The AI model trained in UMa/UMi scenario shows good generalization performance to InH dataset, while the AI model trained in InH scenario shows generalization degradation to UMa/UMi scenario.
Observation 30: The AI model trained in the scenario of InH and fine-tuned with the dataset from a UMa/UMi scenario shows 1%-5% SGCS performance gain over the AI model trained only in InH scenario and tested in UMa/UMi scenario.
Observation 31: With the increased samples of fine-tuning dataset, the AI model shows better performance in testing scenario.
Observation 32: AI/ML approaches can achieve good generalization performance for the case that the training dataset and testing dataset are generated with different bandwidth configurations but with the same model input size.
Observation 33: Case 3(AI model trained in mixed configurations of antenna port numbers) shows good generalization performance for various antenna port numbers.
Observation 34: AI model trained in the configuration of 32 antenna ports would suffer from performance degradation in16 antenna ports when input data is zero padding from 16 antenna ports to 32 antenna ports.
Observation 35: The AI/ML model shows a good generalization capability across layers in the following cases:
 Trained with data from all layers and tested for different layers
 Trained with data from the first layer and tested for different layers
 Trained with data from the first two layers and tested for different layers
Observation 36: The R16 Type II method with larger L values and larger  values than legacy eType-II PCs has the possibility to achieve high resolution quantization with low overhead.
Observation 37: With regard to average sector throughput gain, Case 1a, Case 2b-1 and Case 2b-2 have similar performance, and these three cases are obviously higher than Case 2a and eType-II scheme; Case 2a with low feedback overhead has worse performance than eType-II scheme, and Case 2a with high feedback overhead has better performance than eType-II scheme.
Observation 38: For 5% tail UE throughput gain, the performance increases according to the sequence of Case 2a, eType-II scheme, Case 2b-2, Case 2b-1, and Case 1b, where the performance of Case 2a is 6% - 15% lower than that of eType-II scheme.
Observation 39: For model performance monitoring at UE side, monitored CSI can be used as reconstruction output at UE to achieve a good monitoring accuracy.
Observation 40: For Type 3 training with NW-first, the scheme with the shared output before quantization has similar performance to the scheme with the shared output after quantization. For Type 3 training with UE-first, the scheme with the shared input before quantization has similar performance to the scheme with the shared input after quantization.
Observation 41: For both Type 3 training with NW-first and Type 3 training with UE-first, two cases have similar performance. Type 3 training with NW-first has nearly the same performance as Type 1 training, while Type 3 training with UE-first has a slightly lower performance than Type 1 training.
Observation 42: Both AI-based CSI prediction and Wiener filtering-based CSI prediction can completely outperform the nearest historical CSI. Moreover, Wiener filtering-based non-AI CSI prediction shows even better performance than the AI-based approach when enough historical CSIs are applied.
Observation 43: The prediction accuracy of AI-based approach and Wiener filtering-based approach drops seriously when the predicted time becomes longer due to the channel aging. However, AI-based CSI prediction can maintain the performance for a longer time than Wiener filtering-based CSI prediction.
Observation 44: After eTypeII quantization on the predicated CSI, AI/ML based CSI prediction and Wiener filtering-based non-AI CSI prediction have similar SGCS performances, where both the methods completely outperform the CSI predication based on the nearest historical CSI.
Observation 45: The prediction accuracy of both AI-based approach and Wiener filtering-based approach improve with the increased number of historical CSIs as input and presents certain positive correlation with the number of input historical CSIs.
Observation 46: AI-based CSI prediction shows less or even no performance gain over Wiener filtering-based algorithm with the increased number of historical CSIs in model input.
Observation 47: The prediction accuracy of AI-based approach outperforms non-AI approaches when sub-band eigenvectors are adopted as model input.
Observation 48: The performance of eigenvector prediction for AI-based approach drops dramatically compared with the input of raw channel, and AI-based approach shows marginal performance gain over non-AI algorithms.
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8 Appendix
Table 8-1 SLS assumptions for AI/ML based CSI feedback
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only,  2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)

	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz

	Simulation bandwidth
	10MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation.

	MIMO layers
	Maximum MU 4 layers for max rank=1
Maximum MU 8 layers for max rank=2

	CSI feedback
	Feedback assumption at least for baseline scheme
CSI feedback periodicity (full CSI feedback) :  5 ms,
Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	2 OFDM symbols for PDCCH，type 2 for DMRS(24 REs/PRB/slot)
CSI-RS overhead(32 REs/PRB/5 slot)

	Traffic model
	FTP 3

	Traffic load (Resource utilization)
	RU 50% and 70%

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC 

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic 

	Evaluation Metric
	Throughput and CSI feedback overhead 

	Baseline for performance evaluation
	Rel-16 TypeII Codebook 



Table 8-2  Training parameters of AI/ML model for CSI compression
	Parameter
	Value

	Backbone
	Transformer

	Parameter type
	Real value

	Input CSI type
	Eigenvectors of the ideal channel matrix estimated by UE

	Output CSI type     
	Recovered eigenvectors by AI/ML model in gNB

	Data-processing
	Normalization

	Quantization
	Vector quantization

	CSI generation part: Number of parameters/M
	4-5

	CSI generation part: FLOPs/M
	25-26

	CSI reconstruction part: Number of parameters/M
	5-6

	CSI reconstruction part: FLOPs/M
	27-29

	Training dataset
	600K

	Validation dataset
	10K

	Testing dataset
	20K

	Batch size
	400

	Optimizer
	Adam

	Loss function
	MSE



Table 8-3  Training parameters of AI/ML model for CSI prediction based on raw channels
	Parameter
	Value

	Backbone
	ResNet

	Parameter type
	Real value

	Input CSI type
	Historical channel matrices measured by UE

	Output CSI type     
	Predicted channel matrix by AI/ML model in UE

	Model input size
	

()

	Model output size
	

()

	Training dataset
	80K

	Validation dataset
	2K

	Testing dataset
	2K

	Batch size
	200

	Optimizer
	Adam

	Loss function
	MSE



Table 8-4  Training parameters of AI/ML model for CSI prediction based on eigenvectors
	Parameter
	Value

	Backbone
	ResNet

	Parameter type
	Real value

	Input CSI type
	Sub-band eigenvectors 

	Output CSI type     
	Predicted eigenvectors by AI/ML model in UE

	Model input size
	

()

	Model output size
	

()

	Training dataset
	80K

	Validation dataset
	2K

	Testing dataset
	2K

	Batch size
	200

	Optimizer
	Adam

	Loss function
	MSE
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