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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN1#111, companies have reached further agreements on the evaluation methodology for AI/ML for Beam Management use case [1] [2], including the following:
· Performance evaluation cases/options for model generalization
· Various scenarios and configurations to consider for model generalization evaluation purpose, including various Set B of beam(pairs)
· RS overhead reduction KPI calculation options and their definitions for both BM-Case1 and BM-Case2
· Study the performance with different patterns of set B(s), including fixed Set B (Option 1) and different pre-configured/pre-known patterns of Set B(s) (Option 2A and 2B). 
· Consider various options for Rx beam for providing input for AI/ML model for training and/or inference at least for DL Tx beam prediction performance evaluation
There are also some topics being discussed but companies haven’t reached agreement, and FL has identified some of them to be further discussed in RAN1#112 per [2].
In this contribution, we discuss some of the open issues identified in RAN1#111 and we also share our results for spatial-domain DL Tx beam prediction using the template that was agreed as working assumption in RAN1#110bis-e [3].

Continued discussion on evaluation methodology for AI/ML based beam management
Definition of Top-1 genie-aided Tx beam and definition of Top-1 genie-aided Tx-Rx beam pair
In RAN1#110bis-e, the following agreement was reached for the definition options of Top-1 genie-aided Tx beam and Top-1 genie-aided Tx-Rx beam pair.Agreement 
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 
· [bookmark: _Hlk120019379]Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beam
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair considers the following options:
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Option B: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams


During RAN1#111, companies have shared various views on definition options for Tx beam prediction vs. Tx-Rx beam pair prediction and whether we should maintain both Option A and Option B. Due to time constrain, this topic was not discussed, and we believe some clarification is needed based on views shared among companies.
For DL Tx-Rx beam pair prediction, the AI/ML model is designed/trained to predict the Top-1/Top-K Tx-Rx beam pairs among a larger set, Set A (e.g., Set A may include all the available Tx-Rx beam pairs while Set B is a subset of A). Thus, it’s intuitive to evaluate the AI/ML model performance using Option A. Option B is not a reasonable option when predicting Tx-Rx beam pair case.
Different from DL Tx-Rx beam pair prediction, for DL Tx beam prediction case, the AI/ML model is trained to predict the Top-1/Top-K Tx beam among a larger set of Tx beams measured for a specific Rx beam, which may be pre-identified. In such case, using Option B will better reflect how good the AI/ML model performs as it’s what the AI/ML model is trained for (to predict the best Tx beam among all the Tx beams for a specific Rx beam). Option A depends on other factor like what Rx beam was used to measure the L1-RSRPs for Tx beams, which are used as input to the AI/ML model.  Option A can be used as a reference to understand how much performance degradation (between the predicted Top-1/Top-K Tx beam and the true optimal beam’s L1-RSRP when considering all the Tx and Rx beams.
Observation 1: For DL Tx beam prediction, Option A for the definition of Top-1 genie-aided Tx beam better reflects the performance of AI/ML model than Option B.
Proposal 1: For DL Tx-Rx beam pair prediction, adopt Option A as the definition for Top-1 genie-aided Tx-Rx beam pair:
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
Proposal 2: For DL Tx beam prediction, keep both Option A and Option B as definition options for Top-1 genie-aided Tx beam and companies may choose which option to adopt, or report both. 
· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
Options on the selection of Set B of beams (pairs)
In RAN1#110bis-e, the following agreement was reached for Set B selection while the definitions for various options or Set B were further discussed among companies in RAN1#111. Agreement 
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

During RAN1#111 discussion, another option, some wordings were modified for Opt A, Opt B and Opt C of Option 2. Also, Opt D was added for Option 2.
· Opt A: Set B is changed following a set of pre-configured/pre-known candidates of Set B patterns in pre-configured/pre-known order 
· Opt B: Set B is randomly changed among pre-configured/ pre-known candidates of Set B patterns 
· Opt C: Set B is randomly changed among candidates of Set B which is subsets of Set A beams (pairs) 
· Opt D: Set B is randomly changed among candidates of Set B which is subsets of Set C (a set of beams (pairs) for measurement)
From the above, we believe some clarification may be needed to avoid confusion when companies report their results.
· Opt A: current wording indicates this option is applicable for BM-Case 2 only as BM-Case 1 should not care the order of the Set B.
· Opt B and Opt C: the differences between the 2 include:
· Opt B may be applicable for the case that Set B comes from subsets of Set A and the case that Set B is different than Set A while Opt C is only applicable for the case that Set B comes from subsets of Set A
· For Opt B, in the case that Set B comes from subsets of Set A, as candidates of Set B are pre-configured, we assume number of these candidates is rather limited. For Opt C, it is not required to pre-configure the candidates for Set B, which indicates number of possible candidates may be larger (than the pre-configured case in Opt B) or still limited. Note that given these candidates are not pre-configured, it is up to companies to decide how to train the AI/ML model and proper dataset size to use.
· Opt D: this option separates the measurements needed vs. measurements reported at UE side.
From the above, we believe it is desirable to clarify Opt B vs. Opt C as following:
· Opt B: Set B is randomly changed among pre-configured / pre-known candidates of Set B patterns 
· Opt C: Set B is randomly changed among candidates of Set B which is some non-pre-configured subsets of Set A beams (pairs) 
Proposal 3: For the options on the selection of Set B of beams (pairs) for Option 2, further clarify Opt B and Opt C as following: 
· Opt B: Set B is randomly changed among pre-configured / pre-known candidates of Set B patterns 
· Opt C: Set B is randomly changed among candidates of Set B which is some non-pre-configured subsets of Set A beams (pairs) 

Spatial-domain Tx beam prediction evaluation
Previously, our contributions for spatial-domain beam prediction in RAN1#110, RAN1#110bis-e and RAN1#111 [4] [5] [6] have discussed and shared the evaluation results focusing on DL Tx-Rx beam pair prediction. Our evaluation results for Tx-Rx beam pair prediction are included in the Appendix section.
In this section, we discuss our evaluation results for DL Tx beam prediction, still focusing on spatial-domain sub use case of BM-Case1.
When evaluating the performance for DL Tx beam prediction, as discussed during RAN1#111, there are various assumptions/options for Rx beam:
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
In this section, we focus on discussing the results based on Option 2b:
· Training phase: AI/ML model is trained using L1-RSRPs for a fixed / identified Rx beam (this Rx beam is pre-selected based on prior information).
· Inference phase: 
a) The trained spatial-domain AI/ML model is tested using L1-RSRPs for the same fixed Rx beam.
b) The trained spatial-domain AI/ML model is tested using L1-RSRPs for another identified / fixed Rx beam which is also selected based on prior information.
Dataset generation
For dataset construction, we use the agreed-upon assumptions and simulation parameters from RAN1#109e and RAN1#110 (in updated Table 2.1-1 [7]). To evaluate model generalization, we use the following scenario and configurations:
· Dense Urban deployment scenario and UMa channel model
Some major parameters used in generating datasets are indicated in Table 3.1-1.
Table 3.1-1: Simulation parameters for dataset generation
	Parameter
	Value

	Scenario
	Dense Urban 38.901,7 sites, 3 cells per site

	Carrier frequency
	30 GHz

	Subcarrier spacing
	120 kHz

	System BW
	80 MHz

	ISD
	200 m

	Channel model
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 1 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams
Horizontal angle = [-75 -54, -32, -11, 11, 32, 54, 75]
Vertical angle = [-45, -15, 15, 45]

	UE RX beam pattern
	8 Rx beams
Horizontal angle = [-65, -46, -28, -9, 9, 28, 46, 65]
Vertical angle = [0]

	Indoor UE fraction
	80%

	Spatial consistency 
	False

	Rotation
	False



AI/ML model training/testing parameters
For AI/ML model architecture, we use an CNN-based neural network. The results were generated using the final NN weights that performed the best in validation samples. The details of the training parameters are described in Table 3.1.2-1.
Table 3.2-1: AI/ML model training parameters
	AI/ML model training detail
	Value

	Type
	CNN-based NN

	Set A beam size
	32

	Set B beam size
	4 and 8 are used

	Training dataset size
	450K

	Validation dataset size
	50K

	Testing dataset size
	500K

	Batch size
	512

	Epoch
	500



Evaluation results
As discussed above, we pre-selected Rx beam for training and testing based on prior information. In the dataset(s) generated we used, Rx beam ID 4 and beam ID 5 have high probabilities of being the best Rx beam, thus, we chose to select one of them, i.e., Rx beam ID 4 as the Rx beam (fixed across all samples) for the training phase and the other one, i.e., Rx beam ID 5 as the Rx beam (fixed across all samples) for the inference phase. 
· Scenario A: Dense Urban with UMa channel model; Rx beam ID 4
· Scenario B: Dense Urban with UMa channel model; Rx beam ID 5
· (Train, Validation, Test) = (450K, 50K, 500K) samples
· Set B beam pattern: fixed and variable patterns are both studied. For variable Set B patterns, we adopt evenly spaced sampling method and use 5 Set B beam patterns in our study.
For performance evaluation, companies reached agreement during RAN1#111 for the definition of Top-1 genie-aided Tx beam as follows.Agreement: 
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 
· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams


In Option A, the predicted Top-1/Top-K Tx beam is compared with the Top-1 genie-aided Tx beam across all available Tx and Rx beams. This Option considers the true optimal Tx beam.
In Option B, the predicted Top-1/Top-K Tx beam is compared with the Top-1 genie-aided Tx beam across the Tx beams for specific Rx beam(s) only. This Option considers the optimal Tx beam for an identified Rx beam (e.g., under which the L1-RSRPs are used as input to the AI/ML prediction model), which may not be the global optimal Tx beam across all available Tx and Rx beams.
In our experiment, we evaluate and discuss the prediction performance using both Option A and Option B.
Evaluation results using Option B of Top-1 genie-aided Tx beam
We evaluate the performance using both Fixed Set B and variable Set B.
Table 3.3.1-1 describes evaluation results when using fixed Set B pattern.
Table 3.3.1-1: Evaluation results of DL Tx beam prediction for Fixed Set B based on Option B 
	
	Fixed Set B Sampling with Fixed Rx Beam ID

	Set-B Length
	Training Pattern
	Testing Pattern
	Top-K/1 Accuracy
	Avg. L1-RSRP difference of Top-K/1 predicted beam [dB]

	
	
	
	K=1
	K=2
	K=4
	K=6
	K=8
	K=1
	K=2
	K=4
	K=6
	K=8

	4
	Scenario A (training)
	Scenario A (validation)
	0.4449
	0.6650
	0.8599
	0.9282
	0.9558
	-

	
	
	Scenario B (inference)
	0.4481
	0.6674
	0.8634
	0.9293
	0.9563
	4.28
	1.97
	0.63
	0.27
	0.14

	8
	Scenario A (training)
	Scenario A (validation)
	0.6066
	0.8229
	0.9505
	0.9821
	0.9926
	-

	
	
	Scenario B (inference)
	0.6064
	0.8209
	0.9500
	0.9823
	0.9926
	1.79
	0.63
	0.14
	0.04
	0.02



From the above results, we can observe that for fixed Set B pattern sampling case when 2 Rx beams are pre-identified based on prior information, AI/ML model trained using a preselected Rx beam can be used to predict the best Tx beam when a different pre-identified Rx beam is used during the inference phase without significant performance difference.
For variable Set B beam pattern, the results are depicted in Table 3.3.1-2.
Table 3.3.1-2: Evaluation results of DL Tx beam prediction for Variable Set B based on Option B
	
	Variable Set B Sampling with Fixed Rx Beam ID

	Set-B Length
	Training Pattern
	Testing Pattern
	Top-K/1 Accuracy
	Avg. L1-RSRP difference of Top-K/1 predicted beam [dB]

	
	
	
	K=1
	K=2
	K=4
	K=6
	K=8
	K=1
	K=2
	K=4
	K=6
	K=8

	4
	Scenario A (training)
	Scenario A (validation)
	0.3834
	0.5850
	0.7779
	0.8671
	0.9183
	-

	
	
	Scenario B (inference)
	0.3828
	0.5873
	0.7788
	0.8686
	0.9199
	5.54
	3.00
	1.30
	0.61
	0.29

	8
	Scenario A (training)
	Scenario A (validation)
	0.5852
	0.7985
	0.9244
	0.9653
	0.9833
	-

	
	
	Scenario B (inference)
	0.5863
	0.7966
	0.9249
	0.9662
	0.9830
	1.98
	0.78
	0.23
	0.09
	0.04



The above results of using variable Set B are consistent with the results of using fixed Set B. It can be observed that for using variable Set B pattern as input case, when 2 Rx beams are pre-identified based on prior information, AI/ML model trained using a preselected Rx beam can be used to predict the best Tx beam when a different pre-identified Rx beam is used during the inference phase without significant performance difference.
Observation 2: For spatial-domain DL Tx beam prediction sub use case, when using either fixed Set B beam pattern or variable Set B beam pattern sampling approach, no significant performance difference is observed when the AI/ML model is trained using a pre-identified Rx beam then performs inference using measurements for a different pre-identified Rx beam. 
Evaluation results using Option A of Top-1 genie-aided Tx beam
As discussed above, even though the above results indicate the prediction performance is decent for Tx beam prediction, the performance (Top-1/Top-K accuracy and Top-K/1 L1-RSRP difference) is evaluated based on Option B in which the predicted Top-1/Top-K Tx beam is compared with the Top-1 genie-aided Tx beam across the Tx beams for specific Rx beam(s) only. This option may not reflect the L1-RSRP difference between the predicted Top-1/Top-K beam(s) and the true optimal Tx beam when considering all available Tx and Rx beams.  Thus, we further evaluate the Tx beam prediction performance using Option A. 
For this Option, we also evaluate the performance using both Fixed Set B and variable Set B.
Table 3.3.2-1 describes evaluation results based on Option A and comparison with the results based on Option B when using fixed Set B pattern.
Table 3.3.2-2: Evaluation results of DL Tx beam prediction for Fixed Set B based on Option A and comparison with Option B 
	
	Fixed Set B Sampling with Fixed Rx Beam ID

	Set-B Length
	Training Pattern
	Testing Pattern
	Top-K/1 Accuracy
	Avg. L1-RSRP difference of Top-K/1 predicted beam [dB]

	
	
	
	K=1
	K=2
	K=4
	K=6
	K=8
	K=1
	K=2
	K=4
	K=6
	K=8

	4
	Scenario A (training)
	Scenario A (validation)
	0.4449
	0.6650
	0.8599
	0.9282
	0.9558
	-

	
	
	Scenario B (inference)
	0.4481
	0.6674
	0.8634
	0.9293
	0.9563
	4.28
	1.97
	0.63
	0.27
	0.14

	
	
	Option A: |True_optimal_RSRP – RSRP_predicted_Top-K| in inference phase
	10.0
	7.69
	6.35
	5.99
	5.87

	8
	Scenario A (training)
	Scenario A (validation)
	0.6066
	0.8229
	0.9505
	0.9821
	0.9926
	-

	
	
	Scenario B (inference)
	0.6064
	0.8209
	0.9500
	0.9823
	0.9926
	1.79
	0.63
	0.14
	0.04
	0.02

	
	
	Option A: |True_optimal_RSRP – RSRP_predicted_Top-K| in inference phase
	7.51
	6.35
	5.86
	5.77
	5.74


For variable Set B beam pattern, Table 3.3.2-1 describes evaluation results based on Option A and comparison with the results based on Option B when using variable Set B pattern.
Table 3.3.2-3: Evaluation results of DL Tx beam prediction for Variable Set B based on Option A and comparison with Option B 
	
	Variable Set B Sampling with Fixed Rx Beam ID

	Set-B Length
	Training Pattern
	Testing Pattern
	Top-K/1 Accuracy
	Avg. L1-RSRP difference of Top-K/1 predicted beam [dB]

	
	
	
	K=1
	K=2
	K=4
	K=6
	K=8
	K=1
	K=2
	K=4
	K=6
	K=8

	4
	Scenario A (training)
	Scenario A (validation)
	0.3834
	0.5850
	0.7779
	0.8671
	0.9183
	-

	
	
	Scenario B (inference)
	0.3828
	0.5873
	0.7788
	0.8686
	0.9199
	5.54
	3.00
	1.30
	0.61
	0.29

	
	
	Option A: |True_optimal_RSRP – RSRP_predicted_Top-K| in inference phase
	11.26
	8.72
	7.02
	6.33
	6.01

	8
	Scenario A (training)
	Scenario A (validation)
	0.5852
	0.7985
	0.9244
	0.9653
	0.9833
	-

	
	
	Scenario B (inference)
	0.5863
	0.7966
	0.9249
	0.9662
	0.9830
	1.98
	0.78
	0.23
	0.09
	0.04

	
	
	Option A: |True_optimal_RSRP – RSRP_predicted_Top-K| in inference phase
	7.51
	6.35
	5.86
	5.77
	5.74



When adopting definition Option A for Top-1 genie-aided Tx beam, from the above results, we can observe that the average L1-RSRP difference of Top-K/1 predicted beam is significantly larger compared to when using definition Option B for both fixed Set B and variable Set B beam pattern sampling approaches. This indicates that there is noticeable performance degradation when predicting Top-1/Top-K DL Tx beam(s) using pre-identified fixed Rx beam(s) compared to the L1-RSRP of the true optimal beam over all the available Tx and Rx beam pairs.
Observation 3: For spatial-domain DL Tx beam prediction sub use case, when adopting definition Option A for Top-1 genie-aided Tx beam, the average L1-RSRP difference of Top-K/1 predicted beam(s) is significantly larger compared to the result that adopts definition Option B.
Observation 4: There is noticeable performance degradation (evaluated using average L1-RSRP difference of Top-K/1 predicted beam(s)) when predicting Top-1/Top-K DL Tx beam(s) using pre-identified fixed Rx beam(s) based on prior information compared to the L1-RSRP of the true optimal beam over all the available Tx and Rx beam pairs. 
  
Conclusions
In this contribution, we discussed some of the open issues identified in RAN1#111 and we also shared our results for spatial-domain DL Tx beam prediction; our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: For DL Tx-Rx beam pair prediction, adopt Option A as the definition for Top-1 genie-aided Tx-Rx beam pair:
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
Proposal 2: For DL Tx beam prediction, keep both Option A and Option B as definition options for Top-1 genie-aided Tx beam and companies may choose which option to adopt, or report both. 
· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
Proposal 3: For the options on the selection of Set B of beams (pairs) for Option 2, further clarify Opt B and Opt C as following: 
· Opt B: Set B is randomly changed among pre-configured / pre-known candidates of Set B patterns 
· Opt C: Set B is randomly changed among candidates of Set B which is some non-pre-configured subsets of Set A beams (pairs) 
Observation 1: For DL Tx beam prediction, Option A for the definition of Top-1 genie-aided Tx beam better reflects the performance of AI/ML model than Option B.
Observation 2: For spatial-domain DL Tx beam prediction sub use case, when using either fixed Set B beam pattern or variable Set B beam pattern sampling approach, no significant performance difference is observed when the AI/ML model is trained using a pre-identified Rx beam then performs inference using measurements for a different pre-identified Rx beam. 
Observation 3: For spatial-domain DL Tx beam prediction sub use case, when adopting definition Option A for Top-1 genie-aided Tx beam, the average L1-RSRP difference of Top-K/1 predicted beam(s) is significantly larger compared to the result that adopts definition Option B.
Observation 4: There is noticeable performance degradation (evaluated using average L1-RSRP difference of Top-K/1 predicted beam(s)) when predicting Top-1/Top-K DL Tx beam(s) using pre-identified fixed Rx beam(s) based on prior information compared to the L1-RSRP of the true optimal beam over all the available Tx and Rx beam pairs. 
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Appendix A: Evaluation of Spatial-domain DL Tx-Rx beam pair prediction
Simulation parameters
Table 5.1-1: Simulation parameters for dataset generation
	Parameter
	Value

	Scenario
	UMi 38.901,7 sites, 3 cells per site

	Carrier frequency
	30 GHz

	Subcarrier spacing
	120 kHz

	System BW
	80 MHz

	ISD
	200 m

	Channel model
	Dense Urban, UMa channel model with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 1 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams
Horizontal angle = [-75 -54, -32, -11, 11, 32, 54, 75]
Vertical angle = [-45, -15, 15, 45]

	UE RX beam pattern
	8 Rx beams
Horizontal angle = [-65, -46, -28, -9, 9, 28, 46, 65]
Vertical angle = [0]

	Indoor UE fraction
	80%

	Spatial consistency 
	False

	Rotation
	False



Performance impact evaluation on various Set B lengths
Evaluation results for fixed Set B pattern
Table 5.2.1-1: Evaluation results for BM-Case1 without model generalization for DL Tx-Rx beam pair prediction using Fixed Set B sampling approach with various Set B length
	
	FUTUREWEI

	Assumptions
	Number of beam pairs in Set A
	256

	
	Number of beam pairs in Set B
	4, 8, 16, 24, 32

	
	Baseline scheme
	Sparse beam sweeping based on Set B beam pairs

	AI/ML model
input/output
	Model input
	L1-RSRP

	
	Model output
	Top-K beam pairs

	Data Size
	Training
	9000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN-based Neural Network

	
	Model complexity
	Parameters = 2,491,968  

	
	Computational complexity
	FLOPs = 2,605,568

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	
	Set B length

	
	
	
	4
	8
	16
	24
	32

	
	
	Top-1/1
	16%
	23%
	40%
	47%
	51%

	
	
	Top-2/1
	25%
	35%
	58%
	64%
	69%

	
	
	Top-4/1
	36%
	52%
	73%
	80%
	83%

	
	
	Top-8/1
	53%
	68%
	84%
	90%
	93%

	
	[L1-RSRP Diff]
Average L1-RSRP diff of Top-K/1 predicted beam pairs
	
	Set B length

	
	
	
	4
	8
	16
	24
	32

	
	
	K=1
	9.32 dB
	6.40 dB
	3.32 dB
	2.29 dB
	1.71 dB

	
	
	K=4
	4.67 dB
	2.38 dB
	0.84 dB
	0.55 dB
	0.37 dB

	
	
	K=8
	2.64 dB
	1.21 dB
	0.45 dB
	0.20 dB
	0.14 dB

	
	[System performance]
	[RS overhead Reduction (%)]: Option 1
	Set B length

	
	
	
	4
	8
	16
	24
	32

	
	
	
	4/256
	8/256
	16/256
	24/256
	32/256

	
	
	[UCI report]
	

	
	
	[UPT]
	



Evaluation results for variable Set B patterns
Table 5.2.2-1: Evaluation results for BM-Case1 without model generalization for DL Tx-Rx beam pair prediction using Variable Set B sampling approach with various Set B length
	
	FUTUREWEI

	Assumptions
	Number of beam pairs in Set A
	256

	
	Number of beam pairs in Set B
	4, 8, 16, 24, 32

	
	Baseline scheme
	Sparse beam sweeping based on Set B beam pairs

	AI/ML model
input/output
	Model input
	L1-RSRP

	
	Model output
	Top-K beam pairs

	Data Size
	Training
	9000

	
	Testing
	1000

	AI/ML model
	[Short model description]
	CNN-based Neural Network

	
	Model complexity
	Parameters = 2,491,968  

	
	Computational complexity
	FLOPs = 2,605,568

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	
	Set B length

	
	
	
	4
	8
	16
	24
	32

	
	
	Top-1/1
	12%
	18%
	32%
	36%
	41%

	
	
	Top-2/1
	20%
	29%
	47%
	53%
	60%

	
	
	Top-4/1
	32%
	42%
	63%
	70%
	75%

	
	
	Top-8/1
	49%
	60%
	75%
	81%
	86%

	
	[L1-RSRP Diff]
Average L1-RSRP diff of Top-K/1 predicted beam pairs
	
	Set B length

	
	
	
	4
	8
	16
	24
	32

	
	
	K=1
	10.09 dB
	7.72 dB
	4.25 dB
	3.31 dB
	2.61 dB

	
	
	K=4
	5.43 dB
	3.27 dB
	1.48 dB
	0.95 dB
	0.70 dB

	
	
	K=8
	3.41 dB
	1.79 dB
	0.78 dB
	0.48 dB
	0.37 dB

	
	[System performance]
	[RS overhead Reduction (%)]: Option 1
	Set B length

	
	
	
	4
	8
	16
	24
	32

	
	
	
	98.4% 
(1 - 4/256)
	96.9%
(1 - 8/256)
	93.8%
(1 - 16/256)
	90.6%
(1 - 24/256)
	87.5%
(1 - 32/256)

	
	
	[UCI report]
	

	
	
	[UPT]
	



Performance impact evaluation on various training dataset sizes
Evaluation results for fixed Set B pattern
Table 5.3.1-1: Evaluation results for BM-Case1 without model generalization for DL Tx-Rx beam pair prediction using Fixed Set B sampling approach with various dataset sizes
	
	FUTUREWEI

	Assumptions
	Number of beam pairs in Set A
	256

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Sparse beam sweeping based on Set B beam pairs

	AI/ML model
input/output
	Model input
	L1-RSRP

	
	Model output
	Top-K beam pairs

	Data Size
	Training
	50K, 150K, 250K, 350K, 450K

	
	Testing
	50K

	AI/ML model
	[Short model description]
	Transformer-based Neural Network

	
	Model complexity
	Parameters = 2,836,416

	
	Computational complexity
	FLOPs = 3,097,714,688

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	
	Dataset Size

	
	
	
	50K
	150K
	250K
	350K
	450K

	
	
	Top-1/1
	50%
	54%
	55%
	55%
	55%

	
	
	Top-2/1
	69%
	73%
	74%
	74%
	74%

	
	
	Top-4/1
	84%
	87%
	87%
	87%
	87%

	
	
	Top-8/1
	93%
	95%
	95%
	95%
	95%

	
	[L1-RSRP Diff]
Average L1-RSRP diff of Top-K/1 predicted beam pairs
	
	Dataset Size

	
	
	
	50K
	150K
	250K
	350K
	450K

	
	
	K=1
	1.63 dB
	1.39 dB
	1.34 dB
	1.31 dB
	1.34 dB

	
	
	K=4
	0.34 dB
	0.26 dB
	0.25 dB
	0.24 dB
	0.26 dB

	
	
	K=8
	0.12 dB
	0.09 dB
	0.08 dB
	0.08 dB
	0.09 dB

	
	[System performance]
	[RS overhead Reduction (%)]: Option 1
	Dataset Size

	
	
	
	50K
	150K
	250K
	350K
	450K

	
	
	
	87.5% (32/ 256)

	
	
	[UCI report]
	

	
	
	[UPT]
	



Evaluation results for variable Set B pattern
Table 5.3.1-1: Evaluation results for BM-Case1 without model generalization for DL Tx-Rx beam pair prediction using Variable Set B sampling approach with various dataset sizes
	
	FUTUREWEI

	Assumptions
	Number of beam pairs in Set A
	256

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Sparse beam sweeping based on Set B beam pairs

	AI/ML model
input/output
	Model input
	L1-RSRP

	
	Model output
	Top-K beam pairs

	Data Size
	Training
	50K, 150K, 250K, 350K, 450K

	
	Testing
	50K

	AI/ML model
	[Short model description]
	Transformer-based Neural Network

	
	Model complexity
	Parameters = 2,836,416

	
	Computational complexity
	FLOPs = 3,097,714,688

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	
	Dataset Size

	
	
	
	50K
	150K
	250K
	350K
	450K

	
	
	Top-1/1
	40%
	43%
	45%
	47%
	47%

	
	
	Top-2/1
	58%
	62%
	63%
	65%
	66%

	
	
	Top-4/1
	75%
	78%
	79%
	80%
	81%

	
	
	Top-8/1
	87%
	89%
	90%
	90%
	91%

	
	[L1-RSRP Diff]
Average L1-RSRP diff of Top-K/1 predicted beam pairs
	
	Dataset Size

	
	
	
	50K
	150K
	250K
	350K
	450K

	
	
	K=1
	2.63 dB
	2.27 dB
	2.19 dB
	2.03 dB
	1.93 dB

	
	
	K=4
	0.71 dB
	0.57 dB
	0.55 dB
	0.48 dB
	0.45 dB

	
	
	K=8
	0.29 dB
	0.22 dB
	0.22 dB
	0.19 dB
	0.18 dB

	
	[System performance]
	[RS overhead Reduction (%)]: Option 1
	Dataset Size

	
	
	
	50K
	150K
	250K
	350K
	450K

	
	
	
	87.5% (32/ 256)

	
	
	[UCI report]
	

	
	
	[UPT]
	










